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The 1990s were declared by the Congress of the United States of America to be the “Decade of the Brain.” In this book we attempt to convey a sense of why this declaration is appropriate. We are finally “cracking the code,” and beginning to understand how the brain works and—a more enigmatic question—how it gives rise to the mind. This endeavor has transcended the usual disciplinary boundaries, and has begun to succeed in part because of the contributions of cognitive psychologists and specialists in artificial intelligence in addition to those of neuroscientists.

Our goal is to paint a particular type of picture of how the mind is produced by the brain: We hope to show how the brain gives rise to the structure of the mind and to delineate the major components of that structure; we do not aim to specify the details of what each part does. Moreover, we do not simply review the literature, but rather tell the emerging story as we see it. We do  not try to give equal time to all the many worthy researchers in this new field; rather, we pick and choose in order to illustrate salient points.

Furthermore, we aim to speak to the general reader, not the expert in any one field. Indeed, as experts will know, each of these chapters could easily be expanded into several volumes. Even at this relatively early stage, there is already too much known to say anything simple about how the brain works. Nevertheless, it is possible to stake out a middle ground. Our hope is to avoid being so precise as to overwhelm readers with details, but also to avoid being so general as to be vague. We were guided by this hope when we focused on sets of specific questions, and then sought just the information that would speak to the questions. In this book we seek to provide a map of the forest; although the outlines of some of the individual trees may have been left blurry, we believe that they can be filled in at a later date without substantially altering the overall contours we have drawn.

This book had several roots. Perhaps most important, in 1987 Olivier Koenig took a leave from the University of Geneva and went to Cambridge, Massachusetts to work in Stephen Kosslyn’s laboratory for a year (which became two years). We began a highly successful collaboration in which we investigated how the cerebral hemispheres store information about spatial relations. This collaboration gradually branched out, and we began to consider many topics and approaches. At the time, Kosslyn had for four years been teaching a somewhat idiosyncratic course called “Minds, Brains, and Computers” in an attempt to integrate the entire range of modern research on the neural basis of cognition. The lecture notes for this course were slowly evolving into prose, and it dawned on Kosslyn that there might be the makings of a book there. But this would have been a false dawn if Koenig had not been enthusiastic about collaborating on such a book or if Susan Milmoe, and then Susan Arellano, at The Free Press had not believed that the time was ripe for such a project.

The book has profited greatly from many additional sources of support and encouragement. Susan Chipman of the Office of Naval Research, Alfred Fregly of the Air Force Office for Sponsored Research, and Joseph Young of the National Science  Foundation, all managers of programs that supported Kosslyn’s research, have steadfastly been personally supportive as well, and never failed to provide valuable feedback. The Swiss Science Foundation supported Koenig during his stay at Harvard and also supported his research described in this book. In addition, four generations of students and teaching fellows in Psychology 1185 at Harvard University helped to hone the approach and content; in particular, Elizabeth (Liddy) Olds and Chad Marsolek took much time to comment in detail on the project. Halle Brown, Chris Chabris, James Intriligator, and Lisa Shin not only provided carefully considered and very useful comments and suggestions, but they—along with David Gow and Billy Thompson—also helped to pull this book together when the deadline seemed impossibly near. We are very grateful for their help. We also thank Anthony Korotko Hatch and Adam Anderson for producing the bulk of the original artwork (everything that couldn’t be done easily on a computer), and Greg Horwitz and Chris Chabris for producing the remainder.

We also are extremely grateful to David Caplan, Michael Jordan, Steven Pinker, and Larry Squire for reading the manuscript; they helped to prevent us from misrepresenting the state of the field, and made this a better book by prodding us to think more deeply. Shelia Kennison spent many hours working over early drafts of the manuscript, trying to teach us how to make the material flow; this book is far easier to read because of her efforts to help us find a useful organizational structure. Susan Milmoe read numerous drafts of the book, and knew how to mix critical feedback with just the right amount of praise; she helped us to tell a story that others could understand. We are particularly grateful to Susan for believing in the project enough to encourage us even when it was not clear whether much would come of all this effort. Finally, we wish to thank our families and friends, who put up with more than the usual amount of distracted mutterings and late nights while this book was being written.
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Wet Mind/Dry Mind
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Have you ever wondered why dancing is harder than it looks? Or how “mental pictures” spring to mind when you think of an ideal mate? Or why you remember emotional events so vividly? A confluence of developments in several fields has brought us dramatically closer to answering questions like these than one could have imagined even ten years ago. Researchers are now seeking to understand mental abilities by specifying the brain functions that subserve them. Their efforts are not only illuminating how the normal mind works, but also helping to explain the effects of brain damage on cognition and behavior.

Consider the puzzles raised by the maladies of even a single brain-damaged person, described by David Benson and John Greenberg in 1969.1A 25-year-old soldier entered the Boston Veterans Administration Hospital seven months after accidental carbon monoxide poisoning. While on leave in November 1966, he had been found stuporous on the bathroom floor after having  been exposed to leaking gas fumes while showering. Following initial resuscitation he was sufficiently alert to converse with relatives, but he lapsed into a coma the next day. One month later he was described as alert and talkative, but was thought to be blind.

Seven months later he was readmitted to the hospital. At this point he was demonstrably not blind. He appeared attentive to his surroundings and could navigate corridors successfully in his wheelchair. He was able to name colors and appeared to follow moving visual stimuli. When asked to name objects he was viewing, it was clear that he could see their colors and size (a safety pin was “silver and shiny like a watch or nail clipper” and a rubber eraser was “a small ball”). He identified a photograph of a white, typewritten letter on a blue background as “a beach scene,” pointing to the blue background as “the ocean,” the stationery as “the beach,” and the small typewriter print as “people seen on the beach from an airplane.” He could select similar objects from a group, but only if there were strong color and size clues; after training he could name several familiar objects but failed to do so if their colors or sizes were altered. Thus he failed to identify a green toothbrush which was substituted for a previously named red toothbrush. He also called a red pencil, “my toothbrush.”

Although he could readily identify and name objects from tactile, olfactory, or auditory clues, he could not identify them by vision alone, nor could he name objects, pictures of objects, body parts, letters, numbers, or geometrical figures when looking at them. His eyes wandered persistently, especially when he was inspecting an object. Moreover, he was unable to select his doctor or family members from a group until they spoke, and he was unable to identify family members from photographs. At one time he identified his own image in a mirror as his doctor’s face. He did identify his own photograph, but only by the color of the military uniform. After closely inspecting a scantily attired “cover girl” in a magazine, he surmised that she was a woman because “there was no hair on her arms.” That this inference was based on flesh color identification was evident when he failed to identify any body parts. For example, when asked to locate her eyes he pointed to her breasts.

Clearly, common sense will not help us to understand the  details of this patient’s problems. Why can he perceive size and color, but not shape? If he cannot recognize objects, how can he see that the arm has no hair? Both an arm and hair are objects. Moreover, the confusion between eyes and nipples is not entirely random; consider the similarity of their shapes. If this sort of similarity affected his judgments, why could he not encode more detailed aspects of shape? And why did he identify objects if he was familiar with the alternatives, but fail dramatically when they were changed? Chapter 3 illuminates the answers to these questions.

Until recently, explanations for puzzles such as these would have been almost entirely speculative, in large part because there were no clear ideas about how the brain functions normally. But there has been a dramatic change in the last decade, primarily because of technological developments. The two most important of these developments both depend on the ready availability of relatively inexpensive, very fast computers.

First, by providing new ways to mimic the activity of complex networks of brain cells (neurons), computers allow researchers to formulate more precise theories about brain function. And second, computer-aided brain scanning techniques allow theories to be tested in new ways. We can now monitor the activity of normal, working human or animal brains, and observe which regions are involved in specific cognitive activities.

In short, we have new ways to ask questions about the mind and brain and new ways to answer them. Computer modeling and brain scanning played a critical role in the birth of a new field called cognitive neuroscience, which focuses on how mental activities are carried out by the brain.

Wet Mind

Mental capacities such as memory, perception, mental imagery, language, and thought all have proven to have complex underlying structures. Cognitive neuroscientists improve our understanding of them by delineating component processes and specifying the way they work together. (This project has sometimes been described as “carving the mind at its joints.”)



Researchers in cognitive psychology and some parts of artificial intelligence share this aim, but they do not consider the brain. Their central metaphor is the computer. Just as information processing operations in a computer can be analyzed without regard for the physical machine itself, mental events can be examined without regard for the brain.2This approach is like understanding the properties and uses of a building independently of the materials used to construct it; the shapes and functions of rooms, windows, arches, and so forth can be discussed without reference to whether the building is made of wood, brick, or stone. We call this approach Dry Mind.

In contrast, we call the approach of cognitive neuroscience Wet Mind. This approach capitalizes on the idea that the mind is what the brain does: a description of mental events is a description of brain function, and facts about the brain are needed to characterize these events.

The aim is not to replace a description of mental events by a description of brain activity. This would be like replacing a description of architecture with a description of building materials. Although the nature of the materials restricts the kinds of buildings that can be built, it does not characterize their function or design. Nevertheless, the kinds of designs that are feasible depend on the nature of the materials. Skyscrapers cannot be built with only boards and nails, and minds do not arise from just any material substrate.

The Quest for Components

The claim that different mental functions are carried out by different parts of the brain has been made by localizationists for many years, and possibly dates back as far as 5,000 years ago to the ancient Egyptians.3Until very recently the idea of localization of function was hotly debated, with globalists arguing that the brain works as a single, integrated whole. Three sets of events fueled this debate.

Faculty psychology.  In 1796 the Austrian anatomist Franz Joseph Gall began to measure bumps on the head of residents of Vienna. His goal was to use the size and location of the bumps to  assess cognitive profiles. J. G. Spurzheim soon joined him, named the theory phrenology, and vigorously promoted the ideas.4The phrenologists believed that the brain is a collection of separate organs, each governing a distinct mental faculty, with the parts of the brain at the surface (the cortex) playing a critical role.

These theorists are often treated as quacks today, but they laid important foundations for the contemporary understanding of how mental functions are embodied in the brain. To see why, we must distinguish those of their claims that can be taken seriously from those that must be discarded.

The notion of distinct brain regions for distinct faculties was not all there was to phrenology. The phrenologists also assumed that (a) the larger the size of the region, the better the faculty, and (b) larger brain regions resulted in larger lumps on the surface of the skull. So, to assess someone’s personality, one felt his or her head and noted the size of the lumps over specific regions. Both of these assumptions are probably wrong. In addition, the phrenologists characterized mental functions at the wrong level of specificity. Gall included among the faculties acquisitiveness, sublimity, secretiveness, veneration, firmness, hope, and parental love (said to be located just above parts of the brain now known to be used in vision).

On the other hand, the general idea of specifying and analyzing mental abilities was good, and so was Gall’s emphasis on the importance of the cortex. Prior to Gall, the interior regions of the brain were treated as paramount. The cortex is in fact so important that it is literally folded and packed into the skull in a way that maximizes its surface area. And finally, Gall’s idea that the brain is not an amorphous, undifferentiated single system also turns out to have been right on target.

The most influential globalist critic of phrenology was the French physiologist Pierre Flourens. Unlike the phrenologists, who were not really scientists, he carried out experiments, mostly on birds, although he hoped to generalize the results to all higher animals. Flourens showed that birds could recover after parts of the nervous system were removed, regardless of the location of the damage. Abilities were not localized, he believed, but rather resulted from the operation of numerous sites working in concert.5But birds are not people (the expression “bird brain” is  pejorative for good reason), and Flourens did not measure possible deficits very carefully. If his measures were not sensitive enough, he might easily have missed a subtle effect—which is one reason why scientists are reluctant to accept the failure to discover something as evidence that it does not exist.

Later animal experiments challenged the globalist view of the brain. In 1870 the German physicians Eduard Hitzig and Gustav Theodor Fritsch administered mild electrical stimulation to the cerebral cortex of dogs, and found that different muscles contracted when different brain regions were stimulated.6In 1881 another German, E. Munk, removed the posterior region of the brain of a dog, and found that it still saw but could no longer recognize objects; it suffered from “psychic blindness.”7These and similar findings demonstrated that some aspects of vision could be selectively impaired, and suggested that different parts of the brain do have different functions.

Clinical neuropsychology.  Another line of research that fed the growing debate about localization was the study of behavioral deficits in patients with brain damage, often undertaken by physicians as part of an effort to characterize the deficit and determine the best program of rehabilitation.

As early as 1825 researchers observed an association between lesions of the anterior part of the brain and language problems.8Marc Dax, a French physician, noted in 1836 that language deficits occurred following damage to the left portions of the brain—which was probably the first clear attempted linkage of language deficits to damage in a particular location. (Unfortunately, his paper was so obscure that it was not even published for 25 years.)9Dax was not able to find a single case of a right-handed person with language difficulties following right-sided damage.

Clinical data first had a serious impact on the debate about localization of function in 1861, when the French anthropologist/ neuroanatomist Paul Broca displayed the brain of a patient he called “Tan,” who had died only one day before the presentation. After suffering a stroke, he had lost the ability to say everything but “tan” (which appears at the end of many French verbs and adjectives). A stroke interrupts the blood supply to a region of  the brain, which causes brain cells in that region to die. Tan’s stroke had damaged the posterior part of his left frontal lobe. Later that year Broca discovered a second case with similar damage that apparently impaired language production. To Broca, these observations suggested that cognitive functions are carried out by tissue in specific folds in the cortex—which do not correspond well to bumps on the head. Indeed, in later work he emphasized the importance for language production of the left posterior portion of one particular fold, known as the third frontal convolution (see Figure 1.1).10Broca noted, however, that left-handed people can sometimes have the reverse relationship, with language seemingly governed by the right side.

Further clinical evidence supported the localizationist view. A little more than a decade after Broca’s discovery, the German neurologist Carl Wernicke described a patient who had trouble understanding speech following damage to the left superior temporal gyrus.11Whereas Broca had shown that damage to the left frontal lobe could impair language production, Wernicke found that damage to posterior regions could impair language comprehension. The two findings showed that language is not a single function, but has at least two components, which are affected by lesions to different regions of the brain. Another important contribution of Wernicke was to recognize that the phrenologists had not analyzed mental function properly; not complex attributes such as “filial love,” but rather much simpler perceptual and motor functions are localized in distinct brain regions.12

Following the discoveries of Broca and Wernicke, numerous other brain “centers” for specific functions were reported. Every patient with brain damage and a behavioral deficit was an invitation for researchers to posit a center for the disrupted behavior in the damaged part of the brain (which, as we shall see later in the book, is based on flawed logic). Elaborate speculative diagrams of the brain based on little evidence were published; they included far more detail than was warranted by the specificity of the damage or behavioral deficits.

Meanwhile, in the 1860s the British neurologist John Hughlings Jackson challenged a strict localizationist view. No simple-minded globalist, Jackson was the first, in 1864, to suggest  that some perceptual processes are more effective in the right side of the brain.13And he noticed that epileptic seizures seemed to affect specific regions of the body—which suggested that they may have localized origins in the brain. Nevertheless, he rejected the idea that a particular cognitive function is carried out in a particular brain site. Jackson found that a function was never completely lost following brain damage. He made much of cases in which a patient could perform a behavior involuntarily but not voluntarily. For example, one patient consistently failed, despite repeated requests, to say the word “no.” After being goaded to exasperation, however, he finally said, “No, doctor, I never can say’no!’”

[image: Image]

FIGURE 1.1 Major landmarks in the brain; the panel above illustrates lateral (side, A) and medial (interior, B) views of the gyri (bulges), and lateral (C) and medial (D) views of the sulci (creases). The right panel illustrates the location of the major lobes of the brain. Dorsal views are seen from above, ventral views from below. The third frontal convolution is the inferior frontal gyrus. “Superior” means above, “inferior,” below, “anterior,” front, and “posterior,” rear. (From Fundamentals of Human Neuropsychology, 3rd edition, by Brian Kolb and Ian Q. Whishaw, eds. Copyright & 1990 by W. H. Freeman and Company. Reprinted with permission.)
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Jackson believed that a specific mental ability is not produced by one distinct group of localized brain cells, but rather arises at several levels of organization, beginning with a low (spinal or brain stem) level, a motor or sensory level, and then at a “high” frontal level. The more complex the activity, Jackson believed, the more brain processes are recruited—more in reading a word than a letter; more in reading a sentence than a word; and more in reading a story than a sentence. And the more complex the activity, the more combinations of different processes can be recruited to carry it out.

Jackson pointed out that even if damaging part of the brain  impairs a certain behavior, we cannot necessarily infer that the damaged part of the brain normally governs that behavior. The British psychologist Richard Gregory compared damaging an area of the brain to removing a resistor from a radio.14Removing a resistor may make the radio howl, but this does not mean that the resistor is a “howl suppressor.” Rather, the functioning of an entire system of components is altered when one part is damaged. To understand deficits, we need to understand the dynamic relation between different functions.

Neuroanatomy. The localization enterprise was further advanced in the nineteenth century by another important development, namely the discovery of dyes and stains that revealed the distribution and density of different types of cells in the brain. Using such a technique, the Spanish histologist Santiago Ramon y Cajal in 1888 showed that the cortex could be delineated into separate areas and described networks of brain cells under the microscope that seemed compatible with the kinds of diagrams the clinicians constructed.15Consistent with these ideas, in 1909 the German anatomist Korbinian Brodmann dissected brains (in his kitchen sink) and numbered some 50 differently appearing areas according to the order in which he cut them.16His taxonomy is still used today in many laboratories, although before long, on the basis of minimal clues, other researchers had reported some 200 areas.

The American psychologist Karl Lashley responded to these developments with a new round of attacks on localization. He and his colleagues reported that they could recognize only a few regions of the cortex if they were not expecting a specific region.17They also found that the differences between some purportedly distinct regions “were so small as to be imperceptible to all but the anatomists who first described them.”18

Lashley also removed portions of the brains of rats and found no evidence for selective breakdown in behavior depending on the site of damage. He concluded that only the extent of the damage was important, not its location. He proposed two principles to explain brain function: According to the principle of mass action, the brain works as a single system, and so the more  that is damaged, the worse performance will be; and according to the principle of equipotentiality, all parts have equal ability to perform different tasks, so it does not matter which parts are damaged.19

Lashley’s views gained a substantial following, but his behavioral tests were relatively crude and he failed to detect effects of the location of a lesion that have since been repeatedly documented. Furthermore, his principles could not account for the selective effects of electrical stimulation on behavior discovered by Hitzig and Fritsch. Indeed, the Canadian neurosurgeon Wilder Penfield and his colleagues found that stimulating different parts of the human brain (prior to surgery) sometimes evoked different memories or experiences.20By the end of the 1960s, these findings and the selective effects of brain lesions on behavior (in both humans and animals) provided strong evidence against an extreme globalist view.

Of functions and Functions: A Reconciliation

The recently deceased Soviet neurologist Aleksandr Romanovich Luria offered a way to reconcile the conflicting views and findings concerning localization by drawing an important distinction between two uses of the word “function.”21We can speak of the functions (with a lowercase ƒ) of specific organs; for example, one function of the stomach is to produce digestive fluid. In another sense, we can speak of a Function (with an uppercase F) as a complex activity involving a number of different organs; the Function of the digestive system as a whole is to take in food and supply the blood with nutrients. In cognition, a Function such as reading is carried out by functions that detect lines, organize them into patterns, match them to patterns stored in memory, and so forth.

A simple, elementary function often depends on tissue in a particular region, for at least two reasons. First, the brain’s structure (i.e., its anatomy) restricts the information available in, and the possible outputs from, any given locus.22Some parts of the brain receive input from the eyes, and so process visual input; other parts receive input from the ears, and so process auditory  input, and so on. Neurons that are near each other tend to receive similar input and send outputs to similar locations; thus, they will tend to perform the same function. Second, nearby neurons have the opportunity for fast interaction; neurons that are near each other have relatively short connections, and hence can affect each others’ operation quickly. (By analogy, think about why cities exist; why don’t people distribute themselves more evenly across the countryside? It is clear that lots of interactions are facilitated by physical proximity.) When groups of neurons must interact to carry out a specific function, it makes sense that those neurons will be localized in a particular region of the brain.

A Function, in contrast, often can be performed in a number of ways, depending on the state of the individual tissues, organs, and the organism as a whole. In the brain, different cognitive strategies can be used to accomplish the same end. For example, we can add (a Function) by counting on our fingers, by memorizing the result of adding pairs of numbers and later recalling the sum, by pressing a sequence of keys on a calculator, and so on. Different “strategies” can be composed by combining different simple functions, which will allow one to perform a task in different ways; an integrative Function can be carried out by simpler functions that are localized in many different places in the brain. Thus, we can have it both ways: some functions are localized, but the brain works as a whole to produce Functions that are not localized.

Today the debate between localizationists and globalists has subsided.23The issue is not whether different parts of the brain have different functions (at least some do), or whether entire abilities are localized in a single area (probably rarely, if ever). Rather, researchers see their goal as characterizing what the functions are, which parts of the brain are used to carry out each one, and how functions work together.

Regions and Functions of the Brain

To characterize the functions of various brain regions we must not only divide the brain into units, delineated in terms of physical (anatomical) properties and physiological activity, but also must divide Functions into units (functions).



Characterizing Regions of the Brain

It was not until the early nineteenth century that the brain began to be divided into a standard set of lobes or regions.24The original conception specified five lobes: the anterior, upper, and lower lobes, the operculum, and the island of Reil. By 1830, many physicians spoke of three lobes, the anterior, posterior, and middle lobes, which were specified relative to the base of the skull; this taxonomy appeared in textbooks until about 1850. Then other parts of the skull began to be used as landmarks for the brain; physicians began to associate regions of the brain with the bones that covered them—a system that is still used today. Researchers generally specify four lobes: the occipital, temporal, parietal, and frontal (Figure 1.1), corresponding to four major bones of the skull. However, the insula (tissue that is folded into the sylvian fissure) and the limbic system (structures that lie deep in the brain) are sometimes considered as additional lobes.

Broca’s convention of relating functional regions of the brain to features of the cortex has also been widely adopted. These landmarks consist of sulci (which is the plural of sulcus) and gyri (which is the plural of gyrus); a sulcus is a crease in the surface layers of the brain (i.e., the cortex), and a gyrus is the bulging area between sulci. Especially important are the lateral sulcus (also called the sylvian fissure) and the central sulcus (also called the Rolandic fissure). As illustrated in Figure 1.1, the lateral sulcus (also called the lateral fissure) divides the temporal lobe from the frontal and parietal lobes, and the central sulcus divides the frontal lobe from the parietal lobe. The boundaries of the occipital lobe are not so clearly demarcated.

Despite considerable variability from brain to brain, all human brains share the major sulci and gyri. These landmarks are not formed arbitrarily, the way creases and folds arise when one crumbles up a piece of paper. One reason for the consistency is that connections between areas tug at particular locations during gestation, drawing them together. As we noted earlier, connections play a major role in specifying the functions because they determine what input is available in a region of the brain and what output is required from that region. Hence, at least some of the time anatomical regions that are defined by sulci and gyri should have different functions.



And in fact, special dyes and stains reveal that regions of the brain with different input/output connections often also have different physical organizations. The areas discovered in this way sometimes are only a few millimeters wide, and neurons in these areas typically respond in very specific circumstances, as we shall see. These areas may correspond to individual neural processors, and their properties provide important clues as to the function they perform. Their locations are typically specified relative to sulci and gyri.

Characterizing Functions of Brain Areas

In order to characterize brain functions, we need to consider what kinds of things we are looking for in the brain. What sort of “function” is likely to be localized in a piece of tissue? It is not something like “acquisitiveness,” but what is it? As was evident in our discussion of the patient with selective visual deficits, common sense alone will not help us to characterize what parts of the brain do. This should not be a surprise because common sense develops as we interact with objects and people, and the principles that govern these sorts of interactions may have little to do with those that determine how the brain works.

The resolution of the localizationist/globalist debate suggests that relatively simple, mechanical functions are localized. One way to formulate hypotheses about this type of function is to discover how to build a machine that exhibits specific abilities, as we shall see in the following chapter. Taking the Wet Mind approach, we apply to the study of brain function a theoretical vocabulary borrowed from computer science, which has been used to guide the construction of intelligent machines. We must consider this vocabulary before we can proceed further.

Plan of the Book

This book consists of nine chapters. In Chapter 2, we develop the idea of computation, and describe one particular kind of computation in detail—namely computation by “neural networks.” We discuss how one can generate hypotheses about the existence of  neural networks that perform specific computations, and discuss five general principles of brain function that are suggested by this type of theorizing.

In Chapter 3 we consider visual perception. This chapter, like the following five chapters, is divided into two major parts. In the first, we consider a set of individual abilities of the system being discussed (such as the ability to identify objects when they are contorted into unusual shapes), and infer computations that can confer each ability. In the second, we review the primary ways that brain damage can impair the ability. We use the analyses in the first part of the chapter to provide alternative accounts for each deficit. Our aim is to show that the deficits are not simple, and will probably often have several distinct subtypes.

In Chapter 4 we move on to visual mental imagery. We take advantage of the discovery that visual imagery shares mechanisms with visual perception, and build on the analyses of Chapter 3 to understand imagery abilities and deficits following brain damage.

In Chapter 5 we turn to reading. Reading is of interest in part because it is a bridge from basic visual processes to more abstract language processes and in part because it is a learned ability—and hence involves processes that do not contribute to visual perception and mental imagery, which are not acquired via instruction.

In Chapter 6 we consider language more generally. We focus specifically on the perception, comprehension, and production of simple utterances, and illustrate how these evolutionarily late developments apparently took advantage of structures and functions that were present to help carry out other Functions.

In Chapter 7 we discuss movement and action. Even here, we are able to build on what came before. Indeed, many of the principles that govern language production turn out to apply to actions in general. We consider not only complex movements of the limbs, but also the actions that underlie our ability to write. In so doing, we further articulate the relation between these processes and those that underlie perception, imagery, reading, and language.

In Chapter 8 we address memory, a Function that lies at the interstices of virtually all those discussed previously. We show  how memory serves to integrate many facets of mental activity, and how it grows out of specific perceptual and motor functions.

Finally, in Chapter 9 we turn to “gray matters,” issues still too poorly understood for us to tell a detailed story. “Gray matters” range from reasoning to cerebral lateralization, from consciousness to emotion and rehabilitation. We show that they can, in principle, be understood from the perspective we take in the rest of the book. We close with some general thoughts about Wet Mind and our particular attempt to chart the present state of the art.
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Computation in the Brain
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In order to appreciate the relevance of computing to understanding the brain, it may be most useful to begin by considering the hand. Would you be satisfied that you had truly understood the nature of the hand if all you had was a detailed description of its physical composition? Say you knew its precise shape, which muscle fibers were connected to which tendons, and so on; would that be enough? Probably not. You probably would want to know what the muscles and tendons are for, what purpose they served. Understanding the construction of the hand requires an understanding of its role in manipulation, the kinds of things it does—grasping, jabbing, poking, stroking, and so on.

Similarly, a complete understanding of the brain will require more than a description of its physical composition, its cells and their connections, various chemical and electrical interactions, and so forth. The brain does something different from any other organ: It processes information. The brain registers input from  the senses, interprets the input, and makes decisions about how to behave accordingly. Thus, we can characterize brain function in terms of how information is processed.

For example, our two eyes allow us to see how far away an object is from us. In order to do so, the brain takes account of slight disparities in the images registered by each eye. This information serves as input to a “stereo vision” process, which compares the differences between the two eyes and infers how far objects must be to project such differences. In addition, we can recognize the same word when it is spoken by many different people, who have voices that are relatively high or low, talk quickly or slowly, and so on. The auditory system takes the sound pattern as input, and processes information about changes in the sound that are preserved across all of these variations. This information is then used to identify the word.

The language of information processing is derived from computers, so in order to specify how the brain works we must use key concepts from this language.

Computing by Connections

Today’s most common computers, from million-dollar mainframes to inexpensive PCs, are based on a design worked out by John von Neumann in the 1940s. Von Neumann explicitly tried to design the computer to mimic what was then known about the brain. It is ironic that less than 50 years later most features of his design are held up as decidedly unlike those of the brain. For example, although standard computers have proven invaluable in many respects, they do only one thing at a time, whereas brains do many things at the same time, such as see, hear, and guide movement. Similarly, computers operate only as explicitly instructed, whereas brains discover new strategies without being explicitly told how to do so. Furthermore, standard computers have a clear distinction between stored information (i.e., data) and operations that manipulate that information. Brains, on the other hand, do not.1

These sorts of facts have been widely appreciated for decades, but only recently has a new form of computation been  developed that has brain-like features. “Neural network” (also known as “parallel distributed processing” or “connectionist”) computation is performed by sets of interconnected units that work together to perform a specific type of information processing. It may be easiest to explain the key ideas of such computation if we begin with some fictional marine zoology.

Professor Jack Costlow was forced to work on a low budget. Having no money to fund deep sea explorations, he explored the mysteries of tidal pools. His rise to fame began with an accidental discovery of a form of recreation practiced by octopi. This game is illustrated in Figure 2.1. The octopi lined up in three rows. The octopi in the first row intertwined tentacles with the octopi in the second row, who in turn intertwined tentacles with the octopi in the third row. Professor Costlow noticed that whenever anything brushed one of the free tentacles of an octopus in the first row, that octopus would squeeze tentacles with all the octopi in the middle row. Those octopi in turn would squeeze tentacles with the octopi in the third row. What caught the Professor’s attention, however, was what happened when something brushed against several of the octopi in the first row, leading all of them to squeeze the octopi in the middle row. Now some of the octopi in the middle row squeezed the octopi in the third row harder! Depending on how they squeezed, a different octopus in the third row waved its free tentacles out of the water.

The Professor’s first thought was that he had stumbled on a coven of sadistic octopi; he thought that squeezing those in the middle row brought them pain, and the more they hurt, the more they took it out on their brothers and sisters in the third row. But then he noticed something interesting. The octopi in the last row did not always respond in the same way. Depending on how many octopi were brushed in the first row, different octopi in the third row waved their tentacles out of the water.

These intertwined octopi unknowingly were reporting to seagulls the density of small fish in the area: high, medium, or low. The octopi were operating as a kind of computational device, which is illustrated more formally in Figure 2.2.
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FIGURE 2.1 An octopus network, which purportedly lives in a tidal pool in Southern California

Feedforward Networks

A device that operates in this way is known as a “feedforward” neural network; the input marches through the system to produce an output. Such networks have layers of units, and each octopus corresponds to a unit. The octopi in the first row serve as units in the input layer; those in the third row serve as units in the output layer; and those in the middle are in a hidden layer. The members of the hidden layer have no direct contact with the “world”; they are not directly affected by the stimuli in the world, nor do they directly affect things in the world. Rather, the hidden layer  receives input only from the input layer and sends output only to the output layer.
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FIGURE 2.2 A feedforward “neural network” computer model, with three layers of units

The input to and output from the network consists of binary vectors, ordered series of 1’s and 0’s. By analogy to the octopi, if an octopus in the first row is brushed, it is “on” (active) and corresponds to a “1.” And if an octopus in the third row is squeezed hard enough so that it waves its free tentacles out of the water, it is “on” and corresponds to a “1.” A binary vector is simply a series of on and off values in a row.

As has been done for decades in standard digital computers, a series of 0’s and 1’s can be used as a symbol (it can stand for something else). For example, we can adopt a convention where “0001” means the letter A, “0010” means the letter B, “0100” means the letter C, and so forth. Professor Costlow realized this,  and noted the correspondences between the input and output. He discovered that when any three of the octopi in the first row were brushed by fish, the second octopus in the third row waved (corresponding to the code 0100); when only two of the octopi in the first row were brushed, the third octopus waved (0010); and when only one octopus in the first row was brushed, the last octopus in the third row waved (0001).

Turning again to Figure 2.2, each octopus corresponds to a unit. Notice that there are two kinds of connections between units, excitatory and inhibitory. If a unit is connected to another by an excitatory connection, then turning on the first unit will result in its trying to turn on the second. Excitatory connections between octopi were ones where the first octopus used a tentacle to squeeze hard, and led the Professor originally to suspect perverse relationships among the creatures. However, he soon noticed that his initial impression was mistaken; they did not always squeeze: some tentacles tickled other octopi. These were inhibitory connections. If one unit is connected to another by an inhibitory connection, then turning on the first unit causes it to try to keep the second one off. Tickling is very distracting to octopi, and so tickling one tentacle could counteract the effects of squeezing another. In addition, if an octopus is tickled enough, it gets rather giddy and will try to tickle the octopi in the next layer, distracting them from being activated by squeezes.

Brain cells (neurons) have the same two kinds of connections, although they are much more complex than the units in these networks; indeed, in the brain some neurons always try to activate others, whereas other neurons always try to inhibit others. These effects, however, can sometimes be altered by the cell on the receiving end if specific chemicals are present.

In addition, each connection illustrated in Figure 2.2 has a weight (strength); the larger the weight (excitatory or inhibitory) on a connection, the more vigorously a unit will try to turn on or off, as appropriate, the unit to which it is connected. The octopi’s tentacles varied in strength; the stronger the tentacle, the more squeezing or tickling affects the recipient. When given the input vector “0111,” the network always produced the output vector “0100.” It did this because certain tentacles were  squeezing or tickling vigorously, while others were squeezing or tickling gently, causing the octopi in the hidden layer to squeeze only the appropriate output octopus hard enough so that it waved.

Consider the simplest case, illustrated in Figure 2.3, where two input units are connected via excitatory connections to one hidden unit. When the input vector is “00,” nothing happens because neither input unit is turned on. When the input is “01,” the critical connection is between the second input unit and the hidden unit. In this example the weight is 9 on that connection, which thus will provide an input to the hidden unit of 9, which turns it on quite a bit. In contrast, an input of “10” will make use of the connection between the first input unit and the hidden unit, which has a weight of 3. When the input is “11,” the total input to the hidden unit will be 12, which really gets the hidden unit going. This unit in turn is connected to an output unit, which would fire “1” when the input it receives is over a “threshold” value (e.g., 10), and “0” otherwise. The excitatory connection between the hidden and output unit has a weight of 1, and hence simply passes the accumulated activation at the hidden unit to the output unit. Thus, depending on the pattern of input, the output will be 1 or 0; in this case, the output would indicate whether both input units were on at the same time (which might be helpful in counting fish).
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FIGURE 2.3 A very simple network, illustrating how weights on connections affect processing



In an actual network model, like our octopus network, each input unit is connected to many hidden units, and each hidden unit is connected to many output units. Thus, depending on the weights on the connections, when a “1” is on one of the input units, it will try to turn on or turn off (depending on whether the connections are excitatory or inhibitory) the various hidden units, having an effect in proportion to the weights on its connections. The degree to which each hidden unit is on depends on the sum of the input it receives from all of the input units to which it is connected.2The hidden units in turn try to turn on or off the output units, obeying the same principles.

Training Associations

But how do the weights get adjusted so that the connections have just the right effect? How did the muscles in each of the tentacles of each octopus develop to squeeze or tickle the right amount? Each individual octopus has no idea of what the network is doing; it simply squeezes or tickles in proportion to how much it is squeezed or tickled. As you can imagine, Professor Costlow became fascinated by the octopi, and spent many hours on the beach watching them. It finally dawned on him that their relationship with the seagulls cut two ways: The seagulls not only observed the flailing octopi for a fish report, but also rewarded some of the octopi (with little bits of shredded fish) whenever they gave the gulls the right signal. In order for the seagulls to see the number of fish, they had to dive rather low, which required effort; they wanted to avoid having to swoop low to the water on reconnaisance missions by training the octopi to be good spotters.

The seagulls, then, were “training” a neural network. Such training consists of teaching the network to produce a given output when it receives a given input. The seagulls trained the octopi in the network by getting them to adjust the strengths of the connections. Before training, the weights on the connections were random, so that when the input was first presented,  random output was produced. For example, an input of “0111” might have caused all four octopi in the third row to wave happily, producing an output vector of “1111,” or none to respond, producing “0000,” or any other combination of values, depending on the particular random weights.

The most common training technique is called backward error propagation, or “backprop” for short.3Here is the basic idea: The network starts off with very small, random weights, and an input is presented. The output that is produced is essentially random. A “teacher” compares the actual output to the desired output at each output unit. For example, if “1111” was produced, for three of the output units a “1” was produced when a “0” was desired. The teacher therefore lowers (by a little bit) all of the weights on the excitatory connections and raises the weights on the inhibitory connections to those three inaccurate output units. Thus, the next time that input is presented, there will be less net excitatory input to those output units. Similarly, if a “0” is obtained at an output unit initially and a “1” is appropriate, the weights on the excitatory connections leading to that unit will be raised, and the weights on the inhibitory connections leading to that unit will be reduced.

On each presentation, the teacher adjusts the weights in this manner to reduce the difference between what was obtained and what was desired. One adjustment usually is not enough, and so many presentations of the input are necessary before the weights are fully adjusted.4Small steps are necessary because each connection typically is used as part of many different input/ output associations, and the right balance must be struck among the connections to preserve all of the stored associations at the same time. In the octopus network, only three input/output associations were stored (between large, medium, and small amounts of fish and three output symbols), but networks of this type can store many such associations. Thus, training usually involves a large set of associations, all of which are learned at the same time.

In the octopus network, if an output octopus should have been waving but was not, the seagulls strengthened the excitatory connections to this unit in the following way: They gave fish to the octopi in the hidden layer if they tensed the tentacles that  squeezed this output octopus; they had them do “sets” of exercises (the octopus equivalent of pumping iron), building up the muscles so that the tentacles that connect to the output unit could squeeze harder in the future. In contrast, octopi in the hidden layer who were tickling the output octopus were rewarded for keeping the offending tentacle still, thereby decreasing their tendency to tickle vigorously. Similarly, if an octopus in the output row was waving but should not have been, the seagulls reinforced octopi in the hidden layer who were tickling this output octopus, building up these muscles so that they could tickle more vigorously and hence be more distracting. And octopi in the hidden layer that were squeezing were rewarded for keeping these tentacles still, thereby decreasing the strength of subsequent squeezes. The same process was done with the octopi in the input layer, now adjusting their squeezing and tickling of those in the hidden layer.

There are many different ways of training networks, but all hinge on adjusting the weights properly so that the input produces the correct output. Some of the methods do not depend on a teacher, but rather make use of internal relations within the network itself to adjust the weights.5We focus on the backprop method in large part because the majority of the models we will discuss later in the book rely on it.

Computing Qualitative Relations

The network we have described counts fish, but not all—or even most—computation involves quantitative associations. Professor Costlow was most impressed by a discovery that occurred after he began to study the octopi in depth. He had become so enamored of these octopi that he took to bathing with them, allowing those in the input layer to run their tentacles over his body. He actually convinced some friends to accompany him in this uniquely Californian experience. He soon noticed that the octopi in the last row came to produce different patterns of flailing tentacles, depending on who was being massaged by the input octopi. The network was identifying the people!



The seagulls liked to know who was splashing around in the water because some of the people brought them snacks, and so they trained the network to identify the people. To do so, the seagulls needed to know how to interpret the input and output vectors in a new way; they already knew how to make the right weights on connections. They let each input unit register a feature, either a moustache, a pot belly, a ring on the right hand, or hairy arm pits. For example, “1111” was the input when Sam was massaged; he has all four features. And “0110” was the input when Sally was the object of the affections of the octopi in the input layer; she has a pot belly and a ring on the right hand, but no moustache or hairy arm pits. Only the first octopus in the output layer raised his tentacle when Sam was present (producing the vector 1000), whereas the last one raised his tentacle when Sally was present (producing the vector 0001), thereby signaling the seagulls who was in the tidal pool.

These types of networks function as a kind of associative memory, pairing an input with an output. This sort of memory is very powerful in part because the input and output can stand for practically anything. The interpretation of the inputs and outputs is by convention, and so anything can be paired with anything else. The input might be visual properties of a person, and the output a name; the input might correspond to the smell of a juicy cheeseburger and the output a signal for the salivary glands to start up, and so on.

The pattern of weights established on the internal connections of a network often serves as a representation. A representation is something that stands for something else. Consider again the octopus network that could identify people. The pattern of excitatory and inhibitory weights on the connections represents the combinations of features that identify the individual people. These weights store the information about the people that allows the network to identify them, and in that sense represent the people in their absence. If we think about a network that recognizes objects more generally, the patterns of weights in the network will be representations of different objects; without the right weights, the network cannot map the input to the proper output.



Interpreting Input and Output

But how does the network “know” whether to estimate fish density or recognize people? The network does not know how the input and output are interpreted; that is up to the seagulls. And there may be two groups of seagulls, which interpret the same output pattern in different ways. A single output vector could mean lots of fish or Sheila, but when the tide is very low one group of seagulls knows that there will not be any fish, and so that group leaves. The other group knows that the people prefer to loll in low tidal pools, and so it moves in and reads the output vector as indicating people. In fact, in conventional computers the same strings of 0’s and 1’s can indicate letters, symbols, digits, and even instructions, depending on the effects they have elsewhere in the system.6

As noted in Chapter 1, in the brain the actual physical connections between different areas often determine the consequences of an output; the output from one network serves as input to another—and depending on what this second network does, the input has one “interpretation” or another. Depending on which group of seagulls is watching, the same output pattern has a different interpretation. The interpretation corresponds to the impact of the pattern elsewhere in the system, of which an individual octopus network is only one component.

Recurrent Networks: Using Feedback

Not all networks process input in a lock-step fashion to produce output. As illustrated in Figure 2.4, some networks include connections from the output units back to earlier units (typically the input units, as illustrated in the figure). These connections can be precise, as illustrated in the figure, or more diffuse; each output unit could send feedback to every input unit or to any subset of the input units. These recurrent networks use excitatory or inhibitory feedback to modulate the input, and in so doing display another important property: If only a fragment of the  input is present, these networks can actually fill in the missing values. This process is called vector completion. For example, if a value of .5 were on the input lines instead of 1, the values at the output units probably would fall below their thresholds. But feedback from the recurrent connections could boost the inputs close to a value of 1—allowing the network to function properly. Similarly, individual missing values can be completed.7
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FIGURE 2.4 A recurrent network, illustrating how feedback modulates the performance of the network

In terms of our octopus network, imagine that some of the octopi in the output layer stretch back their tentacles and squeeze or tickle input tentacles of the octopi in the first layer. If the output octopi squeeze and tickle appropriately, the octopus network can perform correctly even if the fish don’t always brush very hard against the input tentacles. The strengths of the  recurrent connections are adjusted during training the same way that strengths of feedforward connections are adjusted.

Vector completion is important for at least two reasons. First, in real neural networks, the input is often noisy. Neurons are not precise devices; they fire probabilistically and cannot fire during a “rebound” period after having just fired. Second, as will be discussed in the following chapter, many—if not most—brain areas that are connected by fibers running one way are also connected by fibers running the other way. Models of recurrent networks help us to understand how feedback interacts with input in such systems.

Recap: The Nature of Computation

These examples illustrate several general points about computation. First, the 0’s and 1’s in the octopus network correspond to whether the animals are active or quiescent. In a computer, 0’s and 1’s correspond to whether tiny capacitors are charged or not charged (in older computers, tiny magnets are on or off). In both cases, physical states function to carry information. So too with neurons, the cells that process information in the brain. They “fire” at different rates, and this physical state conveys information.

The second general point is that in both of the examples, reporting fish density and recognizing people, the network is performing computations. By computation we mean an informationally interpretable systematic mapping from input to output. Let us take this one piece at a time. The inputs and outputs are patterns of activity. These patterns are “informationally interpretable” because they have a specific impact on the way the seagulls behave; depending on which octopus is waving, the seagulls dive for fish or do not bother. In addition, the connections within the network specify a “systematic mapping,” which pairs each input with a particular output. This mapping is “systematic” because it preserves a specific relationship between properties of the input and output; as these properties vary, the input/output pairings vary accordingly. The systematic relationship  between inputs and outputs typically can be described by a rule. For example, the inputs and outputs may vary systematically with the number of fish, identity of the person, and so forth.

Computation, then, is nothing more than a rule-based association game; given an input, a particular output is required by the rules. The inputs and outputs have interpretations in the context of the larger system, which includes other components that produce the inputs and act on the outputs. Note that a computational system need not actually include rules that are explicitly specified (“mentioned”) and followed; the system need not include a cookbook that specifies recipes, which in turn are read and followed a step at a time. Rather, like our octopus network, the system may not specify rules at all, but rather is “wired” in such a way that the relations between its inputs and outputs can be described using rules. By analogy, the motions of the planets are described by Kepler’s laws, but the planets do not follow these rules. In the brain, physical states (patterns of neural activity) have the effect of producing other physical states that in turn affect other physical states, and laws can describe the interrelations between these physical states and their impact on behavior.

Big Networks and Little Networks

Imagine that our seagulls got lazy, and did not want to have to remember which people were the feeders. Thus, they had the output octopi of the network that names people intertwine their tentacles with those of octopi in the input layer of a second network. This second network categorizes the input as a feeder or nonfeeder, saving the seagulls the effort of remembering who was who. The two networks can be viewed as a single system, with the first encoding the distinctive features of the input and producing an identification, and the second categorizing the identity in a useful way for the seagulls.

If you saw such a thing in a tidal pool, it would look like a bunch of octopi with intertwined tentacles (imagine yourself in  Professor Costlow’s position when first stepping into their pool). There is no dotted line telling you where one network ends and the other begins; all you see are interconnected octopi. What distinguishes the two parts of the network is that they do different things; they have different roles in information processing. For some purposes, it would be sufficient to describe the entire intertwined network as a single system, which signals when a person who feeds seagulls is rolling around in the tidal pool. Alternatively, we could discuss the two subnetworks separately—the one that identifies and the one that categorizes, respectively. This would be useful if we wanted to know what would happen if the network were damaged (say one octopus got sick). If we know that there are two subnetworks, we can more easily understand the kinds of errors that would be produced when part of the system were damaged.

As the octopus example illustrates, it sometimes is useful to regard a set of networks as comprising a larger network. Such a larger network functions as a processing subsystem. A processing subsystem performs one or more computations that map an input to an output. A processing subsystem is a “black box” that takes inputs and produces specific outputs, which in turn are passed on to some other black box. The operation performed within the box often depends on previously stored information—representations—which are used to transform the input in appropriate ways.

We can characterize networks as carrying out steps, and a single step may itself be composed of smaller steps. The smaller steps can be thought of as an algorithm that accomplishes the computation described by the coarser step. An algorithm is a set of steps that, if followed faithfully, will always produce a given output when given a particular input. By characterizing processing at a coarser level we do not need to commit to the details of the algorithms that carry out each step. For example, we can specify that a network classifies objects a good or bad, without concern for the internal steps it takes to do so.

We can regard each step as being accomplished by a processing subsystem. Often processing within a subsystem can be broken down into sets of computations, but this does not matter:  As long as we can specify informationally interpretable systematic mappings from input to output, we are describing a bona fide computational entity.

In this book we conceive of processing subsystems as corresponding to individual neural networks or sets of networks that work together. We will characterize these networks at different levels of coarseness, starting off with big boxes and breaking them down into sets of more detailed boxes as we progress.

Discovering Networks

As would be true in a two-network octopus system, we cannot simply look at the brain and discover processing subsystems; they are distinguished by what they do, not how they look. What a given neural network does is determined in part by the input it receives. Different parts of the brain receive different kinds of input. For example, the occipital lobe receives input from the eyes, and hence it processes visual information; in contrast, part of the temporal lobe receives direct input from the ears, and hence it processes auditory information. But the same information is treated in different ways in different parts of the brain; for example, visual input is used to recognize shapes, locate objects, track moving objects, and so forth. Thus, although the kind of information sent to a network restricts what it can do, the input alone does not determine what a network computes. If we stumbled on the tangled two-network octopus system, with no physical indication that it was composed of two subsystems, we would only discover its subsystems by analyzing more carefully how networks could allow a system to behave in specific ways.

How do we discover which computations are carried out by networks? We begin by performing a computational analysis, the method of which was developed in detail by the late artificial intelligence researcher David Marr in the 1970s.8A computational analysis is a logical analysis of the information processing that is needed to produce a specific behavior. One analyzes the nature of the input and the goal of the processing, noticing which aspects of the input are critical for establishing the input/output  mapping; one then specifies what computations are needed to use that information appropriately. These analyses can be performed in conjunction with an examination of properties of the brain to produce a theory of a subsystem. A theory of a subsystem is an argument for inferring that a particular processing subsystem exists in the brain. Once the theory is formulated, it can be tested. Computational analyses help one to come up with the theory in the first place.

To illustrate the idea of a computational analysis, let us consider one of Marr’s examples in some detail. A fundamental ability of our visual systems is that they pick out a single region of space as corresponding to an object. This is a prerequisite for later trying to recognize the shape. The input can be regarded as a matrix that specifies the intensity of light at each point on a surface (which is registered by the eye or a TV camera), and the desired output is a shape. Although this ability may seem trivially simple, one lesson we have learned from efforts to program computers to behave intelligently is that some of the things we do effortlessly are in fact very difficult. The depth of the problem should become apparent if you study the digitized output from a TV camera presented in Figure 2.5. The value of each number indicates how intense the light was at that point. At first glance, it is impossible to make out anything meaningful in such a display. The outline of an object is not obvious given the input—it must be discovered.

The theory of what is computed by this subsystem rests in part on an analysis of what information is available for a network to use as input, and what properties of the input would allow it to register an object’s edges. The input specifies the absolute intensity at each point in space, which makes it easy to compute the relative intensities at different places. The first part of the analysis is to infer which aspects of the input are critical for producing the requisite output. Marr assumed that shapes could be organized by locating their edges, so he sought properties of the input that would signal edges. Marr noted that edges of objects often correspond to places where intensity changes sharply along a set of contiguous points. These points can be characterized precisely as places where there are “zero crossings” in the second derivative of the function relating intensity to position. (As is evident in Figure 2.6, the second derivative  indicates the rate of change of a change, and so it indicates how quickly intensity changes over an image.) Marr noticed that sets of such points often can be grouped by connecting them with small line segments, blobs, and so on. This was the first step towards specifying the edges of an object.
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FIGURE 2.5 A digitized output from a TV camera. Can you guess what object is displayed? (Marilyn Monroe’s eye. Figure courtesy of David Mumford, prepared by Mark Nitzberg.)

However, connecting up places where intensity changes sharply not only captures edges of objects, but also indicates texture changes and small surface deformations. Marr obtained a  hint as to how the brain deals with this problem by observing properties of neurons in the first cortical area to process vision (which will be discussed further in the following chapter). Properties of the cells’ receptive fields were particularly illuminating. A neuron’s receptive field is the region of space in which a stimulus will activate it (and the animal does not move its eyes; more precisely, a receptive field is defined relative to a specific region on the retina, the light-sensitive surface at the back of the eye). For example, if the neuron responds to a spot of light, it will do so only if a spot falls within a set of contiguous locations in front of the animal. That set of locations is the cell’s receptive field.
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FIGURE 2.6 The relation between a change in intensity, the first derivative (the slope of the intensity), and second derivative (the slope of the first derivative)



Two properties of these cells’ receptive fields hinted at how the brain sorts out whether one is looking at edges rather than textures or surface markings. First, the neurons are “tuned” so that they fire vigorously when the center of the receptive field is stimulated, and are actually inhibited from firing if the area near the edge of the receptive field is stimulated. These neurons are called on-center/off-surround; neurons with the opposite properties—off-center/on-surround—also exist. When an edge is present, a characteristic pattern of activity arises in sets of these neurons.9And second, these receptive fields come in different sizes, and the larger the size the poorer the resolution of the neuron. The neuron responds to the sum total of the stimulation within its receptive field, essentially averaging over the input. Hence neurons with larger receptive fields average over a relatively large area, and fine distinctions are lost. By analogy, comic strips are printed using small dots, which can indicate small variations in shape. If large dots were used, only coarse variations could be made—producing low-resolution pictures. The output from large receptive fields is like seeing large dots. In short, the neural machinery is present to detect contiguous sharp changes in intensity at different levels of resolution.

Marr’s insight was that edges, unlike texture and surface marks, show up at many levels of resolution. An edge is signaled by sharp changes along sets of contiguous points that are registered simultaneously by neurons with different-sized receptive fields.



Marr thus was led to develop a theory of a subsystem (which he called a “theory of the computation,” i.e., a theory of what is computed), which posited a subsystem that picks out regions of the input likely to correspond to figures. This subsystem can be characterized in terms of its input, operation, and output: The input is a map of intensity at each point in space; the operation consists of finding locations where there are sharp changes in intensity, connecting these locations, comparing these connected locations at different levels of blur, and selecting the connected sets of locations of sharp intensity changes that are present at multiple levels of blur; and the output is a set of edges added to the input map.

Marr’s analyses revealed that neurons with the right response patterns do the equivalent of taking the second derivative of the input. Furthermore, because each location in space provides input to sets of neurons with different-sized receptive fields, the zero crossings can be connected up and compared at different levels of blur. Marr not only performed a logical analysis of what computations could produce the desired output given the input, but he also looked at the way the brain happens to be constructed, and used those facts to guide his theorizing.

This example sketches out how logical analyses of the nature of the necessary information processing and observations about properties of the brain can lead to well-motivated hypotheses about what a processing subsystem does. Such hypotheses about the existence of processing subsystems that carry out specific tasks must then be tested by examining the brain in action (as will be illustrated in later chapters). And in fact such tests, as well as attempts to program computers to mimic human performance using Marr’s theory, have shown that Marr’s ideas do not tell the whole story about how objects are separated from background; in fact, color, texture, relative depth, and other factors that do not involve edges are also at work. Nevertheless, he discovered part of the story, and the reasoning behind his theory serves as a model for how the science is done.



Computer Models

Even relatively simple activities, such as finding edges, are likely to involve complex interactions among multiple networks. For example, individual processing subsystems might find contiguous locations where intensity changes rapidly, organize regions of homogeneous color or texture, and so on. But an edge may be indicated only weakly by any one cue taken alone; in contrast, it may be strongly implicated by the presence of correlated changes in several cues.

The interactions among individual computations can be very complex, which is one reason why the computer has been so important in the development of cognitive neuroscience. Efforts to create artificial intelligence (AI) rest on the idea that complex behavior arises by combining relatively simple operations, and researchers in AI have developed methods of programming computers to perform such operations. The techniques of AI can be used not only to build intelligent machines, but also to build computer models of biological information processing. That is, just as one can test principles of aircraft design by building a model airplane and seeing what it does in a wind tunnel, one can test any explicit theory of network information processing by programming a computer to mimic a network.10These models produce output vectors when given input vectors, as described earlier.11

For example, consider a possible network computer model of free association processes in humans. The behavior to be modeled occurs when people are asked to name the first word that comes to mind when a given word is read to them. There are great consistencies for some pairs of words: given “knife,” most people say “fork”; “bread” spurs “butter”; and so on. For other words, there is not much consistency. For example, when given “rug” some people say “floor,” others say “feet,” and still others say something else. The model is intended to explain the varying degrees of consistency in the associations.

This model is based on a theory that has two parts. One claim is that people associate objects that have similar distinctive properties. For example, “knife” and “fork” are both used for eating, “bread” and “butter” are often used together during a  meal, and so on. The other claim is that objects differ in the “salience” of their features. And the more salient an object’s features, the more likely everybody will notice the same ones.

Thus, a network could be designed that associates two named objects. The meaning of each word is specified as a set of features, and each feature corresponds to a single input unit. Each associated output object in turn corresponds to a single output unit, and the network is trained to produce the proper output when given an input. For some words (such as “knife” and “bread”), only one set of (salient) input features is presented and only one output unit can be activated, whereas for others (such as “rug”) several different sets of (nonsalient, and hence variable) inputs are presented and several output units can be activated.

After the network is trained, it can be used to test the theory. The test depends critically on a characteristic of networks—and actual brains—known as generalization. The network is now given new words, which were not used during training. When given novel input (such as “cup” and “toast”), the network will generalize if it tends to produce the output associated with a familiar, similar input. So if the network had never been given “1101,” but had been trained with “1100,” it would generalize if it tended to produce the response associated with “1100” when given “1101.”

The model, then, is intended to discover whether a particular set of input features will result in the right sort of generalization. Once the network has been trained, will new words tend to produce the appropriate responses? If the theory is correct, the network should mimic actual human behavior.

This simple example illustrates several important ideas. First, and probably most important, the network model tests only the theory that was used to specify it. From the start, someone must decide that a given task should be performed by a distinct subsystem; this is perhaps the most critical theoretical claim. A theory of a processing subsystem leads one to infer that a given input/output mapping is performed by one subsystem, which might correspond to one network. And then someone must decide how the input and output vectors will be set up and how the layers will be connected (there is no need for every unit  to be connected to every other, as we shall see in the following chapter).

Second, although the theory must be specified in advance, what it implies in every possible situation is not. Networks often surprise their builders; humans cannot anticipate every possible situation or every possible interaction among factors in advance. Thus, we learn more about the implications of a theory by observing the way a model actually behaves.

Third, to the extent that the model can match the pattern of an organism’s responses to novel stimuli, we have reason to take the theory seriously. For example, if the program produced the same free associations as people do when they are given a series of words, this is a form of evidence that the theory that underlies the model is correct.

Hence, we draw a distinction between a computational analysis and a computer model. A computational analysis is a logical exercise aimed at determining what processing subsystems are necessary to produce a specific behavior, given specific input. In contrast, a computer model is a program on a computer that mimics the operation of one or more subsystems. Ideally, the two go hand in hand: Computational analyses are used to motivate specific computer models, and computer models can be used to test the validity of computational analyses.

Peering into the black box.  Another reason why it is worth programming computer models of neural networks is that one can analyze a network after it is trained and figure out how it performed the task. That is, the input/output associations arise because a particular pattern of weights develops on the connections. We sometimes can gain insight into how the task is performed by examining the patterns of weights in the network, noting which aspects of the input were used to establish the mapping to the output.

For example, Sidney Lehky and Terrence Sejnowski gave a network pictures of curved objects and trained it to classify them as concave or convex and to indicate the degree of curvature.12In this case, the input was a matrix with a number in each cell that indicated the intensity of light at that point, and the output was a classification and measure of curvature. After the network was  trained, Lehky and Sejnowski gave it new pictures (which were not used in training). The network classified most of the new shapes correctly. They then observed what the hidden units were doing when simple line segments were presented. Some hidden units responded strongly when a line segment was presented with the end of the line in a particular position.

Lehky and Sejnowski’s finding is interesting because similar results have been found for neurons in visual cortex; some (so-called end-stopped) cells respond very vigorously to the ends of lines. This property of neurons had been a puzzle for many years, given that the natural world in which we evolved does not have all that many terminating straight lines. Furthermore, although plenty of neurons respond to straight edges and are sensitive to the orientation of an edge, neurons that respond selectively to different degrees of curvature have not been discovered. But the world is full of curvy objects. Lehky and Sejnowski’s model suggests a nonintuitive resolution to this conundrum: Curvature is extracted by sets of cells that are sensitive to the ends of lines. Once this relation is discovered, one can mathematically analyze why this would be true.

The network told us something about how the input/output mapping could be achieved; training led it to produce a good way of using the input to produce the output. By looking at patterns of weights between the input layer and the hidden layer, we could discover what information is being pulled out of the input in order to perform the task.13

Neural Plausibility

Although network computer models are “brain inspired,” they do not capture the details of the actual neural networks in the brain in some important ways. First, real neural networks are much more complex than any model simulated to date. It is common for a neuron to have thousands (between 1,000 and 5,000) of synapses (connections);14few researchers have dared to build a network this complex on a computer. This may sound like a detail, but some input/output mappings that can be trained in small networks may not be able to be trained in larger ones (they  do not “scale up”; the additional possible connections cause the network to get tangled up, as it were).

Second, real neurons do not have an arbitrary organization; many connections are prewired and do not change (except via death of neurons, which does happen at a high rate during childhood; this process is called pruning).15

Third, it is not clear whether a typical neuron can excite one neuron while inhibiting another.16A given neuron produces one neurotransmitter (which conveys a signal to another neuron across the physical gap between neurons), and in some parts of the brain some neurotransmitters can excite or inhibit, depending on other factors that affect the receiving cell. It is not known whether the same transmitter can serve either role within a single neural network. In most neural network models, the same unit can produce excitatory and inhibitory connections.

Fourth, it is unlikely that the “teacher” used in backward error propagation is a plausible model for learning.17Indeed, the deeper into the system processing occurs, the more layers of subsystems are interposed between perceptual stimulation and motor output—and hence the more difficult it would be to use the input and output of the overall system to adjust processing.

In this book we will treat the units of a network as corresponding to a group of neurons that have the same properties. Thus, we will not worry about the details of what an individual neuron does, but only consider the ways in which one set of neurons affects another set. In this context, the weights on connections may reflect the number of neurons in one set that influence the neurons in another. The present neural network models are only rough approximations to actual neural networks, but they nevertheless can tell us interesting things about network computation in the brain.

Five Principles

Neural network models are a valuable tool for understanding specific processes. But they are more than that. By studying the properties of these models we already, in the short time that cognitive neuroscience has existed as a discipline, have learned enough to formulate a handful of general principles about how  the brain computes. These principles will have pervasive implications for our investigations.

Division of Labor

Different types of input/output mappings can be trained in a single network. However, because the same connections are used, very different kinds of mappings will interfere with one another and retard performance when they are established in the same network. In these situations, it is more efficient to have separate networks perform the different mappings.18

An extreme case of this situation occurs when the mappings are incompatible. For example, to encode information, one wants to remember the meaning of a word, independent of who said it or where it was written. On the other hand, to mimic an accent or calligraphy style, one needs to pay attention to the specific way the word was spoken or written. And in fact, as we shall see, separate networks apparently encode the two types of information.19Similarly, to recognize objects in different locations, one ignores where they are situated; on the other hand, to reach or navigate, one needs to know where they are located. Again, separate brain systems appear to have evolved that divide these functions to achieve visual perception.20

A complex Function can always be decomposed into sets of relatively simple functions. The brain appears to rely on this principle of division of labor, and our task is to understand the particular way in which it has broken processing down into relatively simple phases.

Weak Modularity

Individual neural networks are not independent, discrete “modules” within a larger system (in contrast to the types of components proposed by the philosopher Jerry Fodor).21The principle of weak modularity has two facets, which pertain to functional relations among processing subsystems and the localization of networks in the brain.



Functional relations among subsystems.  We assume that a group of networks may work to compute complex input/output mappings, and so a processing subsystem may have an internal structure. In at least some cases, the same subnetwork may be a member of more than one processing subsystem. For example, neurons in visual area MT respond selectively to motion, and motion is used to distinguish shapes from background as well as to track objects.22Thus, it is plausible that neurons in area MT work with subsystems that distinguish shapes and with subsystems that track moving objects.23This observation suggests that some parts of the brain may be like letters in a crossword puzzle, serving as components of more than one word. Such an arrangement makes sense if brain structures that originally evolved for one purpose later may become recruited to subserve another, as has been claimed by some evolutionary biologists.24

This breakdown in modularity does not imply that a network computes more than one function. By definition, the set of input/output mappings performed by a network is the function it computes (and in fact one technical method for defining a function is simply to list all of the input/output pairs). Hence, we always can regard a network as computing a single function, although in some cases it will be difficult to characterize the function using common sense or ordinary language.

If we characterize a subsystem properly at a coarse level of analysis, we usually should be able to break it down into component subsystems. It is impossible to know in advance when the more specialized subsystems that comprise one larger subsystem will be shared with those that comprise another. Perhaps paradoxically, we can have the most confidence that subsystems are independent at the coarser levels of analysis, when we are characterizing what is accomplished by very large brain regions, because these subsystems differ qualitatively in the type of inputs received and outputs produced. When we consider subnetworks at a finer level of analysis, all of which may receive a given type of input (e.g., visual, auditory, etc.), we will find some that may work with several groups of other subsystems within the more general domain.

Localization in the brain.  The reconciliation of the localizationist/globalist debate was that simple, mechanical operations—like  those performed by neural network models—are localized to specific brain sites. It is important to realize that not all of the neurons that subserve a given computation need to be in the same place: In Chapter 1 we argued that functions are localized because the neurons that accomplish them use the same input, project the same output, and must interact quickly. However, not all of the units in a network are so described; indeed, using these criteria, one could argue that the only neurons that should be localized are those that fulfill the role of the hidden units or that project or receive recurrent connections. These neurons are loci where information comes together and then flows out to influence other parts of the network, and hence lie at the heart of the process that computes a given input/output mapping. This idea is similar in some respects to the idea of convergence zones proposed by the neurologist Antonio Damasio.25

Thus, when we later speak of subsystems as localized to a particular site, this will be shorthand for speaking of these critical members of the networks. We do not assume that all of a network needs to be localized to a given region of the brain. Furthermore, there is no reason why two or more subsystems (which operate on input in different ways) cannot be implemented in the same region. Indeed, neurons that participate in separate networks may be interdigitated in some regions of the brain.26

Finally, we must note that even though processing subsystems may not be entirely independent, in many cases their functions can be understood by treating them as if they were. By analogy, we can treat the rooms on the same floor of a house as largely independent when we heat them, even though there is considerable leakage through the walls. The influence of the leakage is much smaller than the influence of the radiator. Until we have understood the major factors that influence the heat in a room (the operation of the radiator), there is little point in considering the leakage.27

Constraint Satisfaction

Much of the brain’s operation appears to be governed by constraint satisfaction. Consider the following metaphor. One of  us likes to move into old houses and fix them up every few years. This hobby entails a lot of moving and figuring out how to arrange furniture in new rooms. Each piece of furniture has some weak constraints associated with it. For example, the bed must go against a wall because the headboard is rickety; two small tables go on either side of the bed; the couch is missing its back legs and so sits on books, which means it must go against a wall so that the back is not visible, and so on. The constraints associated with each piece of furniture are “weak” because each one can be satisfied in many ways; the bed, for example, can be put against any of several walls. However, once the bed is placed, the entire arrangement may be determined: There may be only one other wall large enough for the couch, the tables must go next to the bed, and so forth.

The brain often seems to use many different sorts of information at the same time, trying to satisfy all the constraints simultaneously. For example, many of the neurons in visual area V4 respond selectively to the orientation of stimuli, but also respond selectively to their color.28At first glance, this seems odd, given that we perceive color and orientation independently. However, we earlier noted that multiple cues taken together are a better indicator of edges than any single cue; this area may play a critical role in a process that depends on such multiple cues, each of which constrains where an edge could be located.

The requirement that all of the weak constraints must be satisfied at the same time is itself a very strong constraint, and often dictates what output will be produced from a set of inputs to a subsystem. Thus, it will not be a surprise to find that many subsystems accept a variety of inputs, using them to converge on the proper output.

Coarse coding.  One reason why constraint satisfaction is important is that the input/output mappings computed by individual networks are not precise. This lack of precision underlies the fact that networks generalize; similar inputs can produce the same output. Neural computation appears to take advantage of what may appear to be sloppiness, not only by utilizing generalization effectively but also by utilizing coarse coding.29

Perhaps the best way to explain coarse coding is by example. The eye contains only three types of cells that register different  colors, called cones.30One type responds maximally when the wavelength corresponds to red, another to green, and the third to blue. Although each type of cone responds maximally to a single wavelength, it responds less vigorously to a range of longer and shorter wavelengths. Indeed, the responses of the three kinds of cones overlap considerably. And it is this overlap that allows us to see so many colors: We see maroon, orange, magenta, and so forth as a result of the mixture of the outputs from the three types of cones. Given a particular mixture, a particular stimulus is implicated. Coarse coding is this method of using the degree of overlap in responses from units (or entire networks) that have different sensitivities to specify precise values.

Coarse coding is a way of exploiting the fundamental idea of constraint satisfaction; each input is only a weak constraint, and is effective only when multiple weak constraints must be satisfied at the same time. Coarse coding is a very efficient way of specifying information; for example, rather than needing a different type of cone for each color, we need only three kinds.31

Concurrent Processing

All networks are always operating; neurons are rarely “off,” but rather typically have some resting level of activity all of the time.32This principle is realized in two ways, in subsystems that “race” each other in parallel and in subsystems that form a series of “cascades.”

Parallel races.  First, networks that comprise separate systems (lying along distinct neural pathways) operate simultaneously, at times being in “races” with each other. That is, there may be more than one way of producing a behavior, and the different “strategies” correspond to different combinations of subsystems. These combinations of subsystems function at the same time, and whichever combination produces the appropriate output behavior most quickly will “win.” As we shall see when considering the effects of brain damage on behavior, the behavior may have different properties when different sets of subsystems win.



Serial cascades.  Second, concurrent processing also occurs in networks that are organized sequentially, along a single “pathway.” By analogy, one can chew food while the stomach is digesting, and the stomach can operate while the intestines are operating. This kind of processing is called “pipelining.” Furthermore, a network is not quiescent until it receives an appropriate input. Rather, networks operate constantly; they do not “know” when an appropriate input is present. They merely map whatever input is present to the corresponding output. Thus, networks often operate on partial information, and produce partial outputs for the next subsystem in line—forming a series of “cascades.”33The presence of so much degraded information is one reason why constraint satisfaction and recurrent feedback are important.

Opportunism

Finally, we perform a task using whatever information is available, even if that information typically is not used in that context. That is, the output of a given set of subsystems may be used to accomplish different ends, depending on the situation. For example, as will be discussed in the following chapter, the parietal lobes of the brain may be specialized for guiding action; nevertheless, in some contexts the information used to guide action may also be used to distinguish one object from another. Similarly, although the frontal lobes may have evolved to control fine motor movement, they can be pressed into performing arithmetic and other serial activities.

The Cognitive Neuroscience Triangle

We want to specify the components of information processing used to identify objects, form and use mental images, read, use language, remember, and so forth. The Wet Mind approach is schematized in Figure 2.7, a triangle with Behavior at the top, and Computation and Brain at the bottom. Behavior is at the top because our goal is to explain specific abilities, all of which ultimately are revealed by behavior. Research in cognitive psychology,  linguistics, and similar fields plays an invaluable role in deepening our understanding of the phenomena to be explained. The kind of account we are seeking is symbolized by the vertices at the bottom. To reiterate, we want to understand the nature of the information processing that allows the brain to produce the observed behavior; therefore, we will consider how one could build a computational system that would behave like the brain. The goal of computational analyses and computer modeling is not merely to fathom any possible way in which the behavior could be produced; instead, we want to know how a device with the structure and properties of the brain could generate the behavior. Our analyses and modeling therefore must be performed in the context of facts about the brain itself. The two kinds of considerations will be used jointly in posing hypotheses about the underlying causes of our behavior.
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FIGURE 2.7 The cognitive neuroscience triangle

Decades of work by Dry Mind researchers have shown that rigorous studies of behavior, computational analyses, and computer modeling can progress independently of any thought about the brain.34And decades of work in physiological psychology and psychobiology have shown that studies of brain/behavior relations can yield important findings independently of hypotheses about information processing.35Nevertheless, in this book we shall argue that maximum progress towards understanding mental  abilities is made by considering all three sorts of factors together.36
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We can use the language of computation, particularly as applied to neural networks, to specify the little-f functions carried out by particular parts of the brain. To do so, we analyze how the system is composed of interconnected processing subsystems. The computations performed by the individual processing subsystems must be capable of bridging the gap between the input to the brain (physical energy impinging on sensory receptors) and the output (behavior). Clearly, this bridge is not simple or direct. The same input can have many consequences, depending on the goals, context, and previous experience of the organism. Given the complexity of the tasks performed by the brain, it is not surprising that it has many distinct areas—each of which appears to carry out distinct functions.

We will draw inferences about processing subsystems by observing specific types of behaviors and then performing computational analyses of what is likely to be required to build a brain-like system to produce the observed behaviors. Once we have drawn inferences about the operation of the normal system, we will see how they illuminate the effects of brain damage on behavior.

Thus, in the remainder of the book we work through different types of abilities and make inferences about the underlying processing subsystems. The subsystems we infer for one ability will often be drawn upon by others, and hence the picture we paint will be cumulative. We will begin with visual perception, which will help us to lay the foundations for much of what is to come.
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Visual Perception
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Vision is not a single process. This is nowhere more apparent than in the variety and kinds of aberrations that can occur following brain damage. Oliver Sacks claimed that one man’s vision was so disturbed that he mistook his wife for a hat!1This was a rather extreme case of dysfunction, but many other examples of similarly bizarre behavior have been documented in the neurological literature. Such deficits can only be understood once we have a grasp of what the normal system does. Thus, our task in this chapter is to understand the fundamental structure of normal vision, and then to use this understanding to glean insights into the causes of different types of visual dysfunction that occur following brain damage.

We now have a great wealth of information about the neural bases of vision—in some ways, too great. Many researchers went into this field, drawn by the successes of previous researchers, and they have filled pages and pages with their discoveries. It is easy to become overwhelmed when opening one of the many  journals and books in which research on the neural bases of vision is published. Fortunately, once one has a particular problem in hand, and is actively looking for relevant information, this literature falls into place.

Much of what we know about the neural systems underlying vision comes from work on monkeys. Because monkeys have visual abilities that are similar to ours, and the neuroanatomy and neurophysiology of their visual systems are similar to ours, it is relatively safe to extrapolate from them to humans.

We focus here on high-level vision. High-level visual processing involves the use of previously stored information. In contrast, low-level visual processing does not involve stored information; it is driven solely by the information striking the eyes, and is concerned with using such input to carry out the preliminaries, such as finding edges, delineating regions of homogeneous texture or color, establishing depth, and other tasks that will help one to discover which part of the input is likely to correspond to an object—not to figure out what that object actually is. High-level visual processes are the most “mental.”

In this and all following chapters, we will take the approach schematized in the cognitive neuroscience triangle at the conclusion of the previous chapter. We will describe individual abilities of a system, and then will analyze how computations in the brain could produce the behavior.

Components of Vision: An Overview

When one has identified a stimulus, one knows more about it than is obvious from its visible properties per se. For example, as soon as one identifies an object as an apple, one knows that it has seeds inside—even though one cannot see the seeds. One knows its name, what it can be used for, where one typically finds it, and so on. The brain systems underlying object identification allow one to know more about a stimulus than is apparent in the immediate input. This is achieved by activating information previously stored in memory that applies to the object. In contrast, one has recognized a stimulus when it has been matched with a piece of information stored in memory, so one knows that it is familiar without knowing its identity or associations.



It has turned out to be extraordinarily difficult to build computer systems that can visually identify objects. People find vision so easy that researchers expected it to be easy to program a computer to see. (Indeed, in the early days of artificial intelligence research a student was supposedly asked to build a vision system as a summer project!) The reason vision is so easy for us is that we come equipped with an enormous amount of sophisticated machinery. These inborn abilities are ours for the using; we do not need to learn to see.

One of the main reasons it is so hard to understand vision is that we can identify objects in an astounding range of circumstances. The ability to identify objects in various situations appears to arise from the joint action of a number of subsystems working in concert.

Six Groups of Subsystems

It is useful to organize these subsystems into six groups, which are illustrated in Figure 3.1. Input from the eyes produces a pattern of activity in a set of visual areas (in the occipital lobe), which we call the visual buffer. These areas are spatially organized, with the image from the eyes being physically laid out along the surface of the brain.2The attention window selects some region of the visual buffer for detailed processing.3The pattern in the attention window then is sent to two systems.
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FIGURE 3.1 Six groups of subsystems used in high-level vision. (Adapted from Kosslyn, Flynn, Amsterdam & Wang, 1990. Reprinted with permission.)



The ventral system is a set of brain areas that runs from the occipital lobe down to the inferior (i.e., lower) temporal lobe, and the dorsal system is a set of brain areas that runs from the occipital lobe up to the parietal lobes. These two pathways have different properties: The ventral system deals with object properties, such as shape and color; the dorsal system with spatial properties, such as location and size.4Leslie Ungerleider and Mortimer Mishkin call these the what and where systems, respectively.5The two pathways in the monkey brain are illustrated in Figure 3.2.

The distinction between the two pathways was discovered by examining monkeys who were trained to lift a lid covering one of two food containers placed in front of them.6Only one of the lids concealed food, and the monkey had to learn which one. In one version of the task, each lid had a different pattern. For example, one lid had a checked pattern, and the other had stripes. The food would always be under one of the lids, and they were switched from the right to the left side randomly from trial to trial. The monkey only got fed if it lifted the correct lid, which required learning to tell the patterns apart; the monkey had to learn to discriminate shape in order to find the reward.
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FIGURE 3.2 Two cortical visual systems. The letters refer to an older labeling scheme. (From Mishkin, Ungerleider & Macko, 1983. Reprinted with permission.)



In another version of the task, the monkey did not discriminate shape, but instead discriminated location: Now both lids were gray, and a small tower (a “landmark”) was placed near the lids. The tower was closer to one lid than the other. The lid that was closer to the tower was the one that concealed the food, and the monkey’s job now was to learn this spatial relation.

These tasks are interesting because different sorts of brain damage disrupt them. The shape task becomes exceedingly difficult for a monkey after its temporal lobes are removed. But if the parietal lobes are left intact, the monkey can still perform the location task. And exactly vice versa if the parietal lobes are removed (but the temporal lobes are left intact): The location task becomes very difficult, but the shape task is still manageable.7

Moreover, when researchers insert very small electrodes in brain cells in the two regions of the brain, they find that the cells fire to different sorts of stimuli. Cells in the inferior temporal lobes, in the ventral system, fire most vigorously when specific shapes are shown to the animal. Some of these cells even fire only when the animal sees a face or hand,8and some will only fire for a face when the eyes are pointed in a certain direction.9

On the other hand, cells in some parts of the parietal lobe, in the dorsal system, are sensitive to spatial properties. These cells fire when objects are in different locations, but are influenced not only by the location of the object but also by the position of the eyes.10We will consider such findings in more detail shortly.

The ventral (object-properties-encoding) system in the temporal lobes not only registers key properties of shapes, but also encodes color and texture; this information is matched to that of objects stored in visual memory.11This temporal-lobe memory stores information in a visual code, which cannot be accessed by input from other sensory modalities. The goal of this processing  is to discover which stored object is most like the object being viewed. If a good match is obtained, the object is recognized; however, in some cases the input may not match any particular stored object very well.

The dorsal (spatial-properties-encoding) system in the parietal lobes appears to encode information that is used primarily to guide actions, such as moving one’s eyes or reaching; indeed, virtually all of the neurons in the posterior parietal lobe either register the consequences of a movement, such as current eye position, or discharge immediately prior to a movement.12In addition, this system allows one to use spatial properties for other purposes, such as discriminating among spatial properties of objects.13

The outputs from the ventral (object properties) and dorsal (spatial properties) encoding systems come together at an associative memory (which relies on tissue in various places in the brain, as we shall discuss in Chapter 8), where they are matched to stored information. Information in associative memory can be matched by output from all sensory systems, and once the appropriate information is accessed, one knows the name of the object, categories to which it belongs, sounds it makes, and so forth. In many circumstances, the match in visual memory is good enough to select the appropriate representation in associative memory, especially in conjunction with information about the size, orientation and location of the object that is sent to associative memory by the dorsal system. However, in some circumstances the input does not match a visual memory very well; for example, if one sees a dog on its back with its legs splayed to the side, the overall shape may not match one stored in memory. Indeed, in such cases perhaps only one part could be matched to a stored shape. If so, then additional information must be collected.

We do not look around randomly when we seek additional information. Rather, stored information is used to make a guess about what we are seeing, and this guess then guides further encoding.14One actively seeks new information that will bear on the hypothesis. This use of stored information is called top-down processing. The first step in this process is to look up relevant information in associative memory. As will be discussed, there is  ample evidence that the frontal lobe plays a critical role in this process.15

Finally, top-down processing must involve mechanisms that actually shift attention to a location where an informative part should be located, and the new part then is processed in turn. This part is matched to stored shapes in the ventral system, and its spatial properties are extracted in the dorsal system. The matching shape and spatial properties may in fact correspond to the hypothesized part. If so, enough information may have accumulated in associative memory to identify the object. If not, this cycle is repeated until enough information has been gathered to identify the object or to reject the first hypothesis, formulate a new one, and test it.

Visual Areas

Each of the visual pathways has many subareas.16The arrangement of these areas is clearly illustrated in Figure 3.3, which was constructed by taking advantage of some fundamental facts about the structure of the cortex. The cortex contains six major layers, with cells in different layers sending connections either downstream (deeper into the system, away from area V1—the first visual area, hence “V” and “1”) or upstream (against the flow of information from V1). Specifically, cells in layers near the surface send connections downstream to cells in layer 4 (these are afferent connections); in contrast, cells in layers near the surface and cells in layers deep in cortex send connections upstream, typically to cells in layers 1 or 6—but almost never to layer 4 (these are efferent connections). Figure 3.3 was constructed by providing a computer program with information about the connections to and from each area, and having it place each area just above the farthest area downstream from which it receives input.17

The diagram illustrates the cortex as it was understood in 1983. A more recent version includes 32 areas, with over 300 connections;18this diagram is overwhelmingly complex. The areas and connections illustrated in Figure 3.3 are correct, and will serve us as a good foundation; we will consider additional information not in this diagram as it becomes relevant.



The areas along the left side of Figure 3.3 typically lie along the ventral pathway, whereas those along the right side typically lie along the dorsal pathway. There are three important features of the diagram that are worth noting now. First, it is orderly; everything is not connected to everything else. Second, there is a large amount of serial processing; in many cases, areas receive input from lower areas only via intermediate areas. Third, the lines connecting the areas do not have arrow heads. The reason for this is that virtually every area that sends information downstream to another area also receives information from that area. Indeed, the efferent connections are as large as the connections going downstream! A huge amount of information flows backwards in the visual system.19
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FIGURE 27 The cognitive neuroscience triangle
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