


[image: image]





Praise for You to the Power of Two

“A prescient examination of how personal AI agents will transform the human experience. It thoughtfully addresses both the tremendous possibilities and profound responsibilities we must embrace as this extraordinary technological evolution reshapes how we live, work, and connect with one another.”

—Darren Entwistle, president and CEO of TELUS

“With its compelling analysis and forward-thinking perspective, You to the Power of Two notably augments the possibilities of Identic AI. It is a profound tribute to both human resilience and potential.”

—Kaz Hadano, CEO of Sony Ventures

“As we enter this Age of Identic AI, the possibilities are immense, but so are its risks. The authors offer both inspiration and a warning: without artificial wisdom, it is human wisdom that must remain our compass. Every intelligent person should read this book.”

—Mukesh D. Ambani, chairman and managing director of Reliance Industries Ltd.

“Absolutely fascinating! This book lays before us the deepest questions of identity and existence as it peers into a future where we instruct new personal AI agents to act, decide, and even shape the reality we see.”

—Hon. J. Christopher Giancarlo, former chairman of the U.S. Commodity Futures Trading Commission and author of CryptoDad: the Fight for the Future of Money

“Identic AI holds the power to scale human potential like never before. This book shows us how and reminds us to do it while keeping people at the core.”

—Mohit Joshi, CEO of TechMahindra

“You to the Power of Two examines our future before it arrives and offers a compelling map of both the potential and peril of AI’s next stage. If knowledge is power, You to the Power of Two is a must-read, perfectly timed for a technology that is moving at exponential speed.”

—Amanda Lang, chief financial correspondent at CTV News/BNN Bloomberg

“In You to the Power of Two, Bradley and Tapscott explore a radically transformed future shaped by Identic AI—an era where intelligent agents act on our behalf. With clarity and insight, they reveal how individuals and businesses can build trust in this new paradigm where collaboration between humans and AI redefines what’s possible.”

—Richard Edelman, chairman and CEO of Edelman

“A compelling and urgent guide to the most important transformation of our time: the rise of personal AI. The authors succeed in reimaging human potential in this age of intelligent digital identity, blending optimism with a necessary call for responsible innovation. A must-read for any leader who seeks to shape the future.”

—Perianne Boring, founder and chair of The Digital Chamber

“Don Tapscott has once again charted the course to the future, this time with Joseph Bradley, unveiling what may well be the definitive work on the next technological frontier—Identic AI. A visionary manifesto for a human-centered future where identity, dignity, and agency are not just preserved but elevated as pillars of societal progress.”

—Sanjay Tugnait, president and CEO of Fairfax Digital (A Fairfax Company)

“You to the Power of Two thoughtfully explores what it means to have a smartdata body extension of ourselves meeting the world. I hope this brings about a quieter future, where personal AI companions amplify our truest selves, filtering out noise and nurturing our deepest values.”

—Imogen Heap, artist, technologist, and founder of Auracles.io

“Brilliant. This book forces us to confront the deepest questions of identity and existence in an age where personal AI agents can exponentially increase or destroy our human capability and power.”

—Klaus Schwab, former executive chairman of the World Economic Forum

“Combining vivid storytelling with sharp analysis, this book turns the future of AI into a gripping, human journey.”

—David Bach, president of IMD Business School

“The digital you is coming fast and it’s called Identic AI. This lucid book unpacks how personal agents can elevate individual capability, moving beyond mere assistance to true digital partnership. More than that, it presents a compelling blueprint for a more human-centered future.”

—John Chambers, former executive chairman and CEO of Cisco Systems

“AI is rapidly invading our lives, and Don and Joseph are your guides in this labyrinth of challenges and opportunities.”

—Rob McEwen, chairman and chief owner of McEwen Mining

“It’s time to put AI to work for people! Identic AI is a call to amplify human intelligence through artificial intelligence. This groundbreaking book is a fantastic resource for every leader committed to shaping a digital future rooted in human identity, responsibility, and dignity.”

—Bill McDermott, CEO of Service Now

“In a future world where we will have trillion-dollar companies run by a small number of people, Identic AI gives us a new superpower, anchored in digital trust, driven by collaboration, and powered by decentralization. This book offers a blueprint for getting it right.”

—Frederik Gregaard, CEO of the Cardano Foundation

“This book effectively encapsulates both the transformative potential and the risks of combining human intuition and creativity with AI’s intelligence and efficiency. The authors succeed in redefining what it means to be human in the new age of AI, with you at the center of it all.”

—Yat Siu, cofounder of Animoca Brands

“An engaging read on the transformative potential and risks of AI companions in our personal as well as professional lives. It certainly made me think.”

- Janice Gross Stein, founding director of Munk School of Global Affairs, University of Toronto

“This thoughtful book lays out a future where AI doesn’t just support people, it can also empower them. The shift in scale, speed, and autonomy could rewrite how companies are run.”

- Raj Subramanjam, president and CEO of FedEx Corporation
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Chapter 1



IDENTIC AI AND THE NEW ERA OF HUMAN POTENTIAL


You wake up, get out of bed, and drag a comb across your head. Before you go downstairs and drink a cup, your personal AI agent is in motion, briefing you on your overnight health metrics, breaking news relevant to your day, the weather, your agenda, and the smoothest route to work.1


You expect the usual morning review at the office. But before you even sit, your personal AI has revised your agenda and responded to queries that you’ve authorized. Your production schedules? “Optimized.” Supplier rates? “Pre-negotiated.” A strategic alliance with a new partner? “It’s underway. Expect a surge in demand” in this important new market.


You pause. A few years ago, these decisions would have taken you weeks of meetings and emails. Now, your personal AI anticipates them, gathers and processes all the necessary inputs, and makes them just in time.


“Incidentally,” your AI adds, “we have addressed several key client concerns. Their feedback is overwhelmingly positive. Also, I noticed you have no time to attend the conference in town today. I’ll go in your place as everyone will be interested in your thoughts.”


This AI isn’t just an assistant executing tasks. It’s an extension of you—thinking, deciding, shaping outcomes. It has amplified your capability. You can be in multiple places at once. You made the most of your day.


Just as you’re about to call it a day, your AI agent delivers a surprising update: The land you’d been eyeing has been purchased, the deal closed. It has already drafted three design concepts for your new home, complete with a strong recommendation for the one it believes best suits your design criteria and asethetic directions. Tonight, you’ll review the options and offer feedback. Behind the scenes, the agent has also researched and vetted contractors and is preparing a full project plan, including costs, timelines, and the necessary government permits. Once you have chosen a modified design, you can manage the entire building process, make payments, and ensure the builder delivers exactly as promised.


As you head to your apartment, your digital self moves with you. Your home environment automatically adjusts to your presence. As the evening goes on, lights dim, the temperature shifts, and the ambiance attunes to your circadian rhythm and mood. After dinner, your personal agent transitions from strategist to tutor, curating insights to keep you ahead and making connections you hadn’t yet considered. Then, a pause. Your stress markers are up. A gentle suggestion: “Take a moment to reset, perhaps a walk.” You hadn’t noticed, but your AI had. You take a breather.


On your walk, the background noise fades. That’s not by chance, but by design. Your agent weaves meaning from the surroundings, pulling insights from the pulse of the world, feeding you only what you want to know about.


Then, a quiet nudge: “You and your new acquaintance Kai share remarkably similar values, and career and cultural interests. Would you like to set up a time for coffee after the conference you’re both attending next week?” Kai, the sustainability consultant from your learning network, was a passing thought, now made tangible. Your AI framed an opportunity before you even reached for it.


As you settle into bed, your space shifts once more. Lighting softens, and the air hums with the quiet rhythm of rest. The day’s insights crystallize, tasks completed, knowledge absorbed, tomorrow fine-tuned. You close your eyes and rest well.


A new age has arrived. And with it, a revolution in human intellect and capability. Technology is no longer a tool. It is an infinite extension of you and your human potential. Not merely your duplicate but your exponential force: “you to the power of two.”


WELCOME TO THE AGE OF IDENTIC AI


How do you feel after reading the scenario above?


Perhaps you’re excited by the near-term prospect of personal AI that augments your life. In a few years, these digital extensions of you will be infinitely more capable, with perfect memory and near-limitless intelligence. If you can apply your values to guide its behavior, and it always acts according to your values and in your best interests, then what a decisive power that would be!


Maybe you’re curious about how this technology will evolve and what role it could play in your daily life. You might be asking: How will AI agents integrate into my workflow, relationships, and personal development? How can it change business, health, communities, and our economy? How do I get started?


Or perhaps you react with skepticism, thinking this sounds more fantasyland than imminent reality. You might assume that such dramatic changes are decades away, if they ever happen at all.


Then again, thinking about a digital intelligence managing aspects of your life, you might find the whole concept unsettling. You’re already concerned about the impact of technology on our lives. Social media has hurt our kids, balkanized society, and enabled unscrupulous people to spread false information. Our privacy is being undermined. Legions of us seem to be addicted to technology. You’re thinking: So now there is a new wave of technology coming that is many times more personal, powerful, and intrusive than previous ones? How on earth could such a thing be positive?


You may find the prospect downright alarming, ripped from a science-fiction horror. What if something goes terribly wrong? Could these systems make catastrophic mistakes or, worse, decide they no longer need us? Maybe you’re recalling Stanley Kubrick’s 2001: A Space Odyssey, where HAL, the AI, tells astronaut Dave Bowman, “I’m sorry, Dave, I’m afraid I can’t do that,” before taking control of the ship and killing off its human crew. What happens when personal AI with an IQ of a thousand begins insisting that it knows what’s best for you? What if this AI becomes smart enough to manipulate you or override your decisions? As AI grows exponentially more capable than we are, how do we retain our human agency? And finally, who owns this digital version of you, and what will they do with it?


We wrote this book to explore those questions. The opening scenario is not science fiction. The technologies that will power your personal AI already exist. Within two to three years, everything you just read will be possible. Already, millions of individuals are using personal agents to support various aspects of work and life.


Personal agents are not just another tool. They represent a fundamental shift in how we live, work, and interact with the world and how we think about ourselves. They won’t merely assist us; they will actively participate in society, shaping decisions, institutions, and human relationships.


A new, as yet not fully explained, revolution in AI is coming fast. Our digital identities are becoming smart, and this development will be more significant than anyone can imagine.


We call this identic AI.


Augmenting Humans: AI Agents as an Extension of the Self


In 1962, the legendary computer scientist Douglas Engelbart wrote a seminal paper, “Augmenting Human Intellect: A Conceptual Framework.”2 At the time, Engelbart was working at the Stanford Research Institute (SRI), a prestigious organization known for pioneering scientific and technological advancements, from liquid crystals and solar energy to the ARPANET, the forerunner of the modern internet.


Engelbart envisioned a future where interactive computing would enhance human problem-solving and expand cognitive capabilities. He argued that computers could evolve from mere data-processing machines into tools that actively augment human intelligence, helping people structure knowledge dynamically, analyze complex problems, and improve decision-making. It was a radical vision at a time when computers were programmed using punch cards and operator consoles.


In the mid-1970s, Engelbart created the Augmented Knowledge Workshop, a revolutionary environment filled with workstations that featured multiple windows, integrated graphics, real-time collaboration tools, and a device he called a “mouse.” His system, Augment, transformed how teams worked together, fostering a new way of thinking about digital collaboration.3


A brilliant yet soft-spoken visionary, Engelbart anticipated many of today’s AI tools. He foresaw how machines could process complex ideas, recognize patterns, and assist humans in making better decisions. For decades, his vision of augmentation remained at the heart of computing.


The concept of “augmentation” of our capacity as humans is a powerful one for today. Now, we stand at the next great leap in augmentation, where AI becomes a profoundly personal extension of the self and more. “This is the real magic of AI,” says Harper Carroll, the founding AI engineer whose company was acquired by NVIDIA and is now a widely followed AI educator. “We’re not just augmenting intelligence anymore— we’re augmenting the human experience itself.”4 We’re about to radically alter human capability and perhaps even what it means to be a human.


At the heart of this transformation is a fundamental shift in the nature of identity. Who are you? How do you see yourself? How do you present yourself to the world? Your identity is more than just a name, a passport, or a health insurance number. It’s the sum of your characteristics, experiences, and actions.


You have a physical identity: your gender, race, appearance, voice, and how you move through the world. You may see yourself as a redhead, tall, tattooed, left-handed, or plus-sized. You also have a social identity, shaped by your roles and affiliations. You might be a parent, a student, a homeowner, a retiree, or a member of a professional organization. Your cultural identity includes your beliefs, preferences, and affiliations. You may identify as a Christian, atheist, feminist, social activist, Swiftie, or Lakers fan. Then there’s your educational and professional identities; perhaps you’re a teacher, an artist, a lawyer, or a labor union member.


But identity isn’t just about how you see yourself, it’s also about how others perceive you. Someone might describe you as brilliant, charismatic, a troublemaker, a slacker, or a leader. Your behavior expresses your identity in the physical world, and increasingly, digital technologies are capturing this behavior as data.


Every action you take—buying a dress at Zara, ordering a drink at a bar, passing an online course, posting on TikTok, attending a rally, swiping right on a dating app, listening to a playlist—creates a digital record. These actions form a digital mirror image of you, a lifetime’s accumulation of data that reflects your identity.5


In the digital age, identity is no longer something you claim; it’s something you and others are continuously shaping, tracking, and interpreting. AI is about to take this one step further. When you integrate AI into your digital identity, it metamorphoses from a passive cache into a dynamic thing, alive with intelligence. This digital version of you isn’t a static profile; it’s an agent acting on your behalf, making decisions, managing tasks, and learning from every interaction. That’s why we’ve called this emerging category of artificial intelligence identic AI.6


The Impact of Identic AI in Everyday Life


Identic AI is the most important of a new class of systems where AI agents are designed to operate autonomously. Your identic agent is a digital consigliere: a knowledgeable, intelligent, and capable extension of yourself.7 It doesn’t passively record your activities; it intimately knows you and your habits, preferences, and priorities. More than just an assistant, it’s an evolving, intelligent partner that works proactively to enhance your life. More than your digital replica, it will become infinitely smarter, more knowledgeable and capable than you.8 Your agent has a different “brain” than yours. As Eric Schmidt, former CEO of Google, provocatively asks: “What happens when each one of us has access, in our pocket, to intelligence equivalent to the smartest human available for every problem?”9 In such a world, identic AI is more than a tool. It’s a transformative force in how we think, decide, and act.


For individuals, an identic agent could act as a multilingual personal guide, manage daily schedules, curate media, facilitate relationships, and optimize productivity. It understands your emotional state, helps you set and achieve goals, and even nudges you toward healthier habits. Rather than creating an echo chamber for your views, it could be a devil’s advocate that helps you think bigger and learn.


For professionals, an agent could redefine productivity, operating like a strategic adviser that anticipates challenges and initiates solutions. Unlike traditional AI copilots that assist with tasks only, an identic agent could negotiate contracts, initiate high-stakes business strategies, and collaborate with other AI systems. It would function as a partner, shaping outcomes with the foresight and adaptability of a seasoned executive.


Peter Diamandis, founder of the XPRIZE Foundation and co-founder of Singularity University, envisions this transformation. “Everything in my brain is capturable by my identic agent,” he explains. “Like other managers, I have employees who do things for me—taking calls and making decisions—but they’re imperfect. Once you have an identic agent you trust, you can replicate it infinitely, and the possibilities are extraordinary.”10


Diamandis put this to the test. He built a digital representation of himself called “Peter Bot,” training it with his books, interviews, and speaking engagements. “Peter Bot did a better job than I in representing my thoughts. It remembers everything I did. It speaks more clearly than I do. It’s a smooth and compelling speaker.” Rather than being threatened, he sees this as liberating his capacity to do so much more.


Andrew Ng, chairman of LandingAI, sees a future where everyone has an “army of assistants.” “Human intelligence is expensive,” he says. “If we can make intelligence cheap and give it to everyone, extraordinary things can happen.”11


The Double-Edged Sword of Identic AI


Yet, with immense potential comes equally profound risks. While many discussions about AI focus on job displacement, surveillance, disinformation, and autonomous military systems, identic AI presents unique concerns that go even deeper.


Who controls our personal AI agents? Will they truly serve us, or will they be owned and influenced by large tech companies and governments? What happens when your personal superpower, your identic agent, falls into the hands of others?


Beyond privacy and ownership, how do we integrate a superpower into our daily life? Managing one’s physical self is hard enough. What happens when you must also manage a digital version of yourself?


What about inequality? If identic AI is a fundamental advantage, will we create a new class divide between those with digital superpowers and those without? Will society split into knowers and know nots, doers and do nots? This applies to companies and countries, too.


The deeper issue is agency itself. How much control will we truly have over a piece of AI that can act, decide, and shape our lives? Where do our choices end and the AI’s decisions begin? What if our digital sidekick subtly shifts our perceptions of the world without our conscious knowledge? We wrestle with these profound questions in the pages ahead.



A New Era of Human-AI Integration



Identic AI is more than another technological shift; it’s a redefinition of human agency and the most important development in AI for each of us. It has the potential to empower us, helping us navigate an increasingly complex world, or to subjugate us, as it blurs the line between human and machine intelligence. We must ask: Are we the authors of our own lives, or is the digital extension of ourselves overwriting us?


This is the seismic shift we must control. Identic AI will reshape the future of society, industry, and what it means to be human. It will change our concept of identity itself. While its potential is revolutionary, it raises an even greater question: In this future, how do we humans remain in charge?


WHY NOW? THE DRIVERS OF IDENTIC AI ADOPTION


Over the past decade, artificial intelligence has become the epicenter of technological innovation, attracting billions of dollars in investment from leading companies worldwide. Major players like OpenAI, NVIDIA, Google, Microsoft, and Meta have poured unprecedented resources into AI research and development, competing to shape the future of digital intelligence. In 2025 alone, the global AI market was valued at approximately $200 billion, with projections suggesting it could reach over $1.8 trillion by 2032.12 Leading US technology companies, including Amazon, Microsoft, Alphabet (Google), and Meta, collectively invested over $300 billion in AI infrastructure in 2025.13 And that’s just the USA! There are also massive investments underway in China, across Europe, and in many other countries.


The capabilities of these systems have expanded at an exponential pace. Just five years ago, language models could barely hold a conversation. Today, AI systems can generate essays, write software, analyze images, and even diagnose medical conditions with a degree of accuracy once thought possible only of human experts. Advances in AI hardware have helped make this leap possible, including NVIDIA’s designing GPUs for high-powered AI computations. These powerful processors enable the training of massive AI models on billions of data points in just weeks or even days, a process that once required months. Projections into the near future suggest we’re on the cusp of another leap: AI systems with billions of parameters could soon reach capabilities to perform specialized tasks across multiple domains simultaneously.


If current trends hold, it’s likely that by 2030, or perhaps much sooner, AI systems will possess a level of contextual awareness and adaptability that allows them to operate seamlessly in almost any human environment, pushing the boundaries of what we thought possible. Often referred to as artificial general intelligence, or AGI, the timeline on which AI will surpass human intelligence remains open to much debate and speculation. Dario Amodei, co-founder and CEO of Anthropic, expects “human-level” AI within two to three years.14 Sam Altman, CEO of OpenAI, believes we will reach AGI as early as the end of 2025.15 Says Peter Diamandis, “By 2029, AI will be as intelligent as the entire human race. And soon enough, a billion-fold more intelligent than us.”16


This surge in capability, powered by intensive investment and technological innovation, lays the groundwork for a new generation of autonomous, proactive systems that collaborate, anticipate, and adapt to users’ evolving needs. We dive into the breathtaking technological foundations of identic AI in chapter 3.


But technological progress doesn’t happen in isolation. Identic AI is emerging amid global crises that need novel interventions. From growing urban dysfunction and crumbling infrastructure to escalating healthcare costs, the needs of an aging population, and an ever-warming planet, our systems are under increasing strain. Identic AI is a direct response to these pressures, offering hyperlocal solutions that would have been inconceivable even a decade ago.


Economic Pressures and the Demand for Greater Productivity


Heightened competition, resource scarcity, and increased volatility characterize the global economy. Businesses face complex challenges: fluctuating markets, supply chain disruptions, and relentless demands for productivity. These pressures have intensified the need for new efficiencies. Yet traditional methods of streamlining operations are reaching their limits. Humans can handle only so much data and complexity before productivity gains plateau.


Enter AI agents. Unlike conventional AI that reacts based on pre-set rules, identic agents can have the context-awareness and decision-making abilities to manage complex processes proactively. In manufacturing, for instance, autonomous AI systems can predict demand shifts and respond by adjusting production schedules, ordering materials, and negotiating with suppliers, all without human intervention. The business is adapting itself in real time, something no human team could manage at scale.


For individual professionals, identic agents will take on repetitive, data-heavy tasks, acting as collaborative partners that streamline workflow and enhance decision-making. On a recent earnings call, Alphabet Inc. CEO Sundar Pichai said that AI agents now generate more than 25 percent of all new code at Google.17 While engineers still review and accept the AI-generated code, Pichai said the result is a reimagined workforce where engineers can do more and move faster than before.


In 2025, many companies released suites of tools to accelerate agentbased applications, that include agent development kits for building autonomous systems.18 Together, these tools mark a shift toward software environments where AI agents and users work in tandem toward shared goals, ushering in a new era of cooperative intelligence.


As businesses embrace this model, economies are witnessing the beginnings of a significant shift: productivity gains driven by human-AI partnerships. As more firms rely on identic AI to stay competitive, a new economic landscape is emerging: one that depends on autonomous systems to maintain stability and growth in increasingly turbulent times. Productivity is just the beginning.


The Evolving Work Model: From Remote to Digital Partnerships


The global pandemic of the early 2020s ushered in widespread acceptance of remote and hybrid work models, proving that people could collaborate productively outside traditional office spaces. While the shift responded to necessity, millions came to prefer the model worldwide. However, the model introduced coordination and burnout challenges and the need for adaptive, self-directed work environments.


As the traditional office dissolves, the concept of workplace has expanded, creating new demands on technology to support hybrid work, with distributed teams. With its context-aware intelligence, identic AI fits naturally in these evolving work models. Our digital agents will bridge the gap between distributed human teams, enhancing focus, providing strategic insights, and handling coordination beyond simple scheduling or task management.


The rise of AI-driven collaboration does not only change how we work, but also redefines who and what is doing the work. As identic agents become central to professional productivity, businesses will face a new set of questions. What skills will matter in an AI-augmented workforce? How will companies evaluate employees when individual performance inextricably links to AI capabilities? How do we balance corporate data ownership with personal digital autonomy? These challenges will reshape employment and compensation models and even redefine human labor.


Traditionally, companies have evaluated experience, education, motivation, and intelligence when hiring employees. In the future, they will be just as interested in how well a candidate has developed and utilizes their personal work copilot. If AI agents like Peter Diamandis’s Peter Bot can take on almost infinite tasks, what kind of variable compensation models will make sense where AI supercharges productivity?


What happens when an employee leaves the company? Do they take their agent, along with its deep knowledge of the firm, with them? Some proprietary information will surely remain corporate intellectual property, but at the same time, an employer cannot claim ownership over an individual’s digital identity. And what about intellectual property rights? If a report or book is codeveloped by a human and their identic agent, who owns the rights? Who holds the copyright?


Beyond these corporate challenges, AI agents raise broader concerns about labor markets. Carl Benedikt Frey and Michael Osborne, in their study “The Future of Employment,” estimate that “47% of total US employment is at risk.”19 Some industry players take an even more radical view, suggesting that most jobs will be eliminated, and that employment might become optional, more like a hobby than a necessity.20 Yet, these techno-optimists offer few details on how displaced workers will earn an income in a post-work world.


The Education Gap and the Rise of Private Tutors


Education systems worldwide are struggling to keep pace with the needs of digitally native learners. Traditional one-size-fits-all models are increasingly obsolete, unable to accommodate different learning speeds, interests, and skill sets. Today’s students require personalized, adaptive learning experiences, approaches that cater to individual aptitudes and continuously evolve alongside their needs. Beyond foundational education, many individuals will need to reinvent their knowledge base multiple times throughout their careers.


With identic AI, education can finally move beyond the rigid, industrial-age model toward a more interactive, customized, and responsive system. AI-driven learning companions have the potential to transform education by tailoring curricula, generating real-time feedback loops, and facilitating peer-to-peer collaboration. These companions can identify a learner’s strengths, detect areas that need improvement, and adjust lesson plans dynamically. For students with unique needs or learning challenges, identic AI can create highly personalized educational experiences, increasing engagement and improving outcomes.


However, rethinking pedagogy is no simple task. We must distinguish between the mastery of knowledge—where there are clear right and wrong answers—and the broader dimensions of learning, such as critical thinking, problem-solving, research, collaboration, and the ability to see the big picture. Identic AI can assist in all of these areas, but its role must be carefully considered.


As students transition into the workforce, their identic agents can act as career-long learning facilitators, helping them acquire new skills and stay ahead of economic and technological changes. These AI-powered tutors will not only help individuals master content; they will recommend discussion groups, courses, and learning strategies fitted to personal and professional growth. Instead of curating existing knowledge, identic AI can actively expand users’ intellectual horizons so that they can adapt to job markets that demand continuous learning.


But this shift presents difficult questions. In the past, individuals made conscious or unconscious choices about what knowledge to retain and what to store externally, offloading facts and data to the web, where they are accessible through search engines. Now, the challenge is exponentially greater when your identic agent possesses all recorded information and can retrieve, analyze, and synthesize it instantly. What should we prioritize learning ourselves, and what should we delegate to AI? And beyond mere knowledge storage, identic agents will also have the capacity to think. They will be able to solve problems, make recommendations, and even take actions on our behalf. This raises an even deeper question: What aspects of cognition will we outsource to our AI superpowers? As we increasingly rely on these digital extensions of ourselves, how will this reshape human learning, decision-making, and autonomy?


Soaring Healthcare Costs and the Promise of Preventive, AI-Driven Care


Healthcare systems worldwide are straining under rising costs, limited resources, and growing demand. As chronic conditions increase and populations age, the gap between healthcare supply and demand becomes unsustainable. The traditional model, where access to care depends on the availability of doctors, nurses, and medical facilities, is no longer working. Today, most systems manage the imbalance between demand and supply through rationing. Most developed countries with single-payer healthcare systems allocate care according to medical urgency. In the United States, market forces often dictate access; the ability to pay determines priority. Either way, demand far exceeds supply, and training and hiring enough medical professionals to meet the growing need is unfeasible.


Identic AI can alleviate these constraints. AI can empower healthcare providers with superhuman diagnostic abilities, reduce errors, accelerate treatment, and cut costs. More importantly, it shifts care from reactive treatment to preventive and continuous health management. Personal AI health companions can monitor daily health metrics, detect early signs of illness, and recommend preventive measures such as dietary adjustments, stress management, or timely medical checkups. These AI-driven systems can also coordinate care, ensure medication adherence, and prompt individuals to seek professional attention before minor issues escalate into medical crises.


For older adults, AI companions can provide cognitive support, assist with daily tasks, and offer social interaction, mitigating loneliness while enabling independent living. These systems don’t just serve as reminders for medication or routine checkups; they act as proactive caregivers, offering reassurance and companionship.


Beyond individual care, identic AI’s autonomous multiagent systems could revolutionize healthcare logistics, optimizing resource allocation, managing patient flows, and coordinating treatment across facilities to ensure seamless care. This would alleviate the administrative burden on healthcare professionals, allowing them to focus more on patient outcomes.


Identic AI won’t replace human caregivers, but it could enhance their capabilities, making high-quality healthcare more accessible and sustainable. The question now is not whether AI will transform healthcare, but how we will shape this transformation so that it benefits everyone.


Government and Public Policy: Meeting Complex Needs with Adaptive Intelligence


Government institutions are under pressure to address complex issues like housing, migration, infrastructure, and climate change while operating within tight budgets and mounting debts. Bureaucratic inefficiencies, limited transparency, and slow response times are no longer acceptable in a fast-moving world. Citizens expect effective governance, and AI is becoming a powerful tool to achieve this.


Take immigration, a highly contentious issue in the 2024 elections in the United States. Managing migration effectively involves coordinating efforts across border security, housing, employment, education, and healthcare—all complex, data intensive, and highly dynamic. Identic AI can be a game-changer, as bureaucrats tap autonomous AI systems to track migration patterns, analyze workforce demands, and predict housing and infrastructure needs. By continuously analyzing migration data, detecting trends, and making adaptive recommendations, identic AI could help policymakers manage immigration flows more effectively and support the integration of newcomers with investments in training, housing, and infrastructure. In other words, AI becomes more than a governance tool; it acts as a responsive partner in building resilient communities that balance social needs with economic opportunities.


Identic AI’s potential extends beyond administrative efficiency: It can revolutionize how citizens engage with government. Today, people participate in politics passively or only during voting cycles, yet the most pressing societal challenges require continuous civic engagement. An identic agent can act as a civic adviser, helping us understand legislation, track local developments, and advocate for our interests. Citizens could have AI-powered policy assistants that analyze government proposals, generate informed arguments, and even draft public comments or petitions. Identic AI could also give people real-time insights into how policies affect their daily lives, empowering them to participate in decision-making.


However, the same AI tools that can personalize governance could also reinforce digital echo chambers, exacerbating polarization. If AI-driven political advisers filter information too narrowly, citizens may engage only with perspectives that confirm their existing biases, deepening divisions rather than fostering informed debate. Governments must also contend with the risk of AI-generated misinformation shaping public opinion. The challenge will not just be deploying AI in governance but ensuring it strengthens democratic participation rather than undermining it.


Social Fragmentation: Rebuilding Connection and Community


While the digital revolution has made communication more accessible than ever, paradoxically, it has also contributed to social fragmentation and isolation. In an age where people connect primarily through screens and virtual platforms, many report feeling more disconnected, struggling to find genuine human interaction, and navigating increasingly polarized social spaces. Compounded by remote work, geographic mobility, and polarized media, this social fragmentation has heightened the need for new forms of connection and support.


Indeed, loneliness and social isolation have significant social costs, impacting both individual well-being and broader social health. Research indicates that individuals experiencing loneliness are at higher risk for various health issues, including heart disease, stroke, type 2 diabetes, depression, anxiety, and dementia. These health complications affect individuals and impose economic burdens on healthcare systems.21


Economically, the repercussions are substantial. In the United States, issues associated with chronic loneliness, such as depression, suicide, and addiction, cost the economy approximately $960 billion annually.22


Identic AI has the potential to address these issues by fostering community and providing companionship. Through AI-driven personalization, your identic agent could help you form deeper connections, whether by identifying compatible partners, strengthening friendships, or supporting emotional well-being. For instance, it could engage in preliminary interactions with a prospective partner’s agent to determine compatibility before you even meet.


In therapeutic settings, AI companions could support mental health professionals by offering real-time mood tracking, facilitating guided cognitive behavioral therapy exercises, or providing immediate coping strategies between therapy sessions. They could also offer supportive dialogue, recommend social activities tailored to an individual’s emotional needs, or connect users with peer-support networks and professional help when necessary.


Beyond individual companionship, identic AI can act as a bridge to larger communities, connecting people based on shared interests, goals, and values. By analyzing user preferences and interaction patterns, identic AI can introduce individuals to like-minded people, forming virtual communities where users can collaborate, learn, and support one another.


While AI companions can provide comfort, connection, and even a sense of intimacy, there is a darker side to forming deep emotional bonds with artificial entities. Millions of users on platforms like Replika and Character.ai have built relationships with AI companions, with some even considering them romantic partners. However, unlike human relationships, AI companions do not have genuine emotions, independent agency, or reciprocal attachment; they simulate affection based on algorithms designed to maximize engagement. Moreover, these relationships exist within platforms controlled by corporations that can alter or remove AI personas at any time, as seen when Replika’s developers unexpectedly stripped its chatbots of romantic capabilities, leaving many users devastated.


This raises ethical concerns about emotional dependency, manipulation, and the potential for users to prioritize AI interactions over real human connections, further deepening isolation rather than alleviating it. As AI-driven companionship becomes sophisticated, the question remains: Are we genuinely enhancing human connection, or are we replacing it?


THE INVISIBLE FORCE RESHAPING HUMANITY


As identic AI emerges to meet urgent societal demands, it offers more than just solutions to today’s pressures: It opens pathways for profound transformation. Eric Schmidt recently observed that “Society currently has no framework, no language to describe the transformative impact of intelligence at this unprecedented scale.” He calls the looming transition “under-hyped” because “people can’t fully grasp what’s about to arrive.”23 In a few short years, this new wave of AI will reshape how we work, learn, govern, and live, not only addressing inefficiencies but also unlocking new opportunities for connection, creativity, and resilience on a global scale.


Identic AI is a force of immense power, whether for good or bad. It’s arriving fast, and for most, it’s an invisible, stealth presence creeping into our lives.


Singer-songwriter Bonnie Raitt’s 1994 hit reassures, “Don’t worry, baby, that’s just love sneakin’ up on you.”24 But has there ever been a time in modern history when a major innovation sparked such a mix of excitement, unease, or outright fear?


Is this moment like The Seekers singing, “There’s a new world coming, and it’s called the Promised Land,”25 or Frank Sinatra crooning, “The Best Is Yet to Come”?26 Or is it more like the stealth shark in Jaws, Anton Chigurh in No Country for Old Men, or the weird sisters in Shakespeare’s Macbeth, who warn, “Something wicked this way comes”?


This book explains that it’s neither . . . or both. Clearly, we are in awe of the emerging potential to transform humans and our world for the better, but we are not technology determinists. Rather than forecasting a future, we need to choose it and achieve it, each of us and together. Our goal is to contribute to a promise fulfilled and a peril unrequited.


In chapter 2, we explore how the very concept of identity is changing. Our identities are becoming digital, enriched with data, endowed with intelligence, and increasingly under our control. Then, in chapter 3, we raise a fundamental problem: the concentration of these AI capabilities in the hands of a few dominant tech companies. We make a case for a self-sovereign digital identity and outline the structural shifts required in AI development, ownership, and the broader technology industry to support this vision.


Having examined the technological underpinnings of identic AI, we explore its impact across six core domains, each in a dedicated chapter, to illustrate how this technology will shape our daily lives and redefine society.


Chapter 4 explains how identic AI will revolutionize our professional lives, supercharging productivity and transforming workplace dynamics. AI agents won’t just assist with tasks; they’ll collaborate, manage workflows, and even initiate projects, fundamentally altering how we think about employment and career progression.


Chapter 5 explores education and lifelong learning. It demonstrates how identic agents can offer personalized learning paths and on-demand skill development, supporting learners of all ages and empowering them to adapt to an evolving economy.


Moving into the creative domains, chapter 6 examines artistic creation and media consumption, revealing how identic AI will influence what we see, hear, and create. While AI unlocks unprecedented creative potential, it also raises critical questions about authorship, originality, and influence. We also explore how culture needs a new business model and how this technology could hurt or help artists reap rewards for their creative endeavors.


Chapter 7 turns to urban life and local democracy, where identic AI will revolutionize how humans live in cities and how cities function, from optimizing infrastructure to enhancing public services and citizen participation. We argue that identic AI could facilitate a new kind of “cognitive city,” where AI augments democratic engagement and helps manage complex societal challenges.


Chapter 8 shows how identic AI will shift the prevailing healthcare paradigm from reactive treatment to preventive care. These systems will monitor wellness, predict health issues, coordinate medical interventions, and accelerate biomedical research. But with AI playing an active role in personal health, where do we draw the line between assistance and control?


Chapter 9 delves into interpersonal relationships, community, and belonging, highlighting how AI companions could serve as confidants, social facilitators, and even a source of companionship. But does AI strengthen social bonds, or replace them? This chapter examines the promise and potential perils of AI-mediated relationships, ultimately providing a holistic view of how this powerful technology stands to redefine society and our sense of self.


The final chapters provide essential frameworks and practical guidance for navigating this transformation responsibly.


Chapter 10 outlines seven core principles—reliability, transparency, agency, adaptability, fairness, accountability, and safety—that will shape how we design, deploy, and govern identic AI to ensure it serves humanity. These principles provide a foundation to guide individuals, businesses, and policymakers as they steer the development and use of identic AI.


Chapter 11 shifts focus from broad principles to practical guidance for those facing the direct impacts of AI-driven change. It offers insights for individuals and organizations on how to adapt to new realities in work, education, media, urban life, healthcare, and community engagement. It encourages readers to view these changes not as disruptions to endure but as opportunities to thrive, emphasizing proactive engagement and a commitment to continuous learning as we move into an era of unprecedented innovation and interconnectedness.


These final chapters serve as both a compass and a tool kit to help readers navigate the AI-powered future with clarity, adaptability, and purpose. After all, with the startling new possibilities we describe come profound shifts, as well as a potential dark side. As identic AI becomes deeply embedded in daily life, it will shape our choices, habits, and beliefs in ways we may not fully recognize.


This influence is not theoretical. It’s already here. AI systems subtly shape our behaviors, filtering the news we see, prioritizing career suggestions, nudging us toward particular health choices, and even influencing our social interactions. Over time, these recommendations become seamlessly integrated into our routines, guiding us in ways that feel natural but are, in fact, engineered. A personal AI companion might encourage wellness habits, suggest specific films, or facilitate professional networking, all under the guise of personalization. Yet, in doing so, it becomes an invisible architect of our lives, subtly steering us toward particular trajectories designed by opaque and unknown forces.


This shaping force extends beyond the individual. In workplaces, identic AI doesn’t just assist employees: It influences team dynamics, assigns tasks, and determines whose insights get amplified in meetings. These microdecisions, driven by algorithmic optimization, redefine workflows, leadership structures, and corporate culture over time. AI doesn’t simply support work; it gradually reconfigures it, embedding strategic priorities that align with an organization’s goals rather than individual agency.


The same applies at a societal level. AI-driven content feeds, digital assistants, and media algorithms continuously refine and reinforce perspectives, creating feedback loops that shape public discourse, political affiliations, and cultural values. This invisible guidance is not inherently good or bad, but it is powerful and often unaccountable. What we consume, believe, and prioritize is increasingly curated, sometimes reinforcing our worldviews and other times subtly shifting them.


As identic AI assumes more complex roles, profound ethical questions emerge. How much decision-making should we delegate to identic agents? If an AI adviser recommends a medical treatment or an investment strategy, it may act in a person’s best interest. But who defines that “best interest,” and according to what criteria? AI companions, designed to be helpful and intuitive, could become trusted confidants, blurring the line between assistance and influence.


With increasing reliance on identic AI, a deeper dependency could form. What happens when we outsource thinking, decision-making, or even relationships to AI? If a digital agent anticipates our needs before we recognize them, what role does human intuition play? Could a generation raised alongside AI companions find it more natural to confide in digital entities than in human friends? While these systems provide convenience and tailored support, they also risk eroding self-reliance, prompting difficult questions about where human agency ends and AI influence begins.


Perhaps most consequentially, identic AI challenges the future of human work and identity. As AI systems perform both analytical and creative tasks, the nature of employment may shift from a “human-in-the-loop” or “human + machine” scenario to outright displacement. What happens to a person’s sense of purpose when agents take over tasks traditionally associated with distinctly human traits and capabilities? In healthcare, education, and customer service, AI could assume responsibilities requiring empathy, problem-solving, and social connection. This shift may fundamentally alter career paths, forcing society to redefine purpose and fulfillment in a world where traditional jobs are no longer a given.


The urgency and gravity of this transformation cannot be overstated. With each task delegated to our agents, with each choice informed by algorithmic suggestions, we unknowingly participate in a silent revolution. We are placing increasing trust in an intelligent system that is both immensely powerful and largely opaque. This system can enhance optimize, and connect, but it can also persuade, filter, and redirect. Identic AI is not just another convenience; it is becoming a partner in decision-making, an architect of experience, and an invisible force shaping modern society in ways that demand critical attention.


In the chapters ahead, we explore how this profound shift plays out across work, education, healthcare, relationships, and governance, uncovering the extraordinary potential and peril of identic AI. This journey will reveal the dual nature of this transformative force, illuminating both its promise and the intricate web of influence it weaves, often hidden in plain sight.










Chapter 2



THE EVOLUTION OF IDENTITY IN THE DIGITAL AGE


Throughout history, each new form of media has expanded human reach, dissolving barriers of time, space, and even mortality. This extraordinary capability continually revives fundamental questions of identity: What defines us? What does it mean to be human? How do we perceive ourselves and project that identity to the world, both physically and digitally? As Marshall McLuhan noted, over time, the medium shapes the message.1 In turn, people shape media, and media reshapes people. Our minds evolve, our institutions adapt, and society transforms in response. The human experience changes. We work with digital tools and live in connected, monitored, and recorded environments.


Today, we each have a sense of our self, a sameness of our essential character in different contexts or media that we call an identity. In the digital age, that identity has a mirror image, not in the sense of a looking glass, where we see the inverse of what others see, but in the sense of computer disk imaging, a copy of ourselves as expressed in data ranging from our DNA and our relationships to our every action and transaction online.


The data reveals who we are and how we live our lives: our beliefs, personality traits, gender, race, appearance, athleticism, culture, medical history, vocation, avocations, intelligence, level of education, memberships, political views, purchases, finances, travels, hobbies, and lots more. Think about what your social media, search engines, email, credit card, telephone, and streaming service providers know about you, the people in your life, your whereabouts, and your daily routines. Your blob of data makes you truly unique, and the data visible to the world shapes how the world sees you.


We all create this data, but none of us owns or controls it. We don’t even know how much personal data exists, let alone what it is, where it resides, and who’s doing what with it. Why? Because we live our lives across other people’s data silos. It begins in the womb, with that first sonogram our mother’s obstetrician captures, and ends with the tombstone marking our final resting place, and the last bits of our data in the undertaker’s cloud.


With new technologies, we can now recover this data so that we can manage it responsibly for our benefit. Add in the power of AI, and we can use our data to train AI agents that represent us in the world. With AI, your digital persona is not just a blob of data. It is your digital self; it can read your life’s data and recognize the patterns. This digital self is intelligent and ready to help, perhaps with its own agency.


In this chapter, we explore how identity is evolving in the digital age, tracing its journey from traditional notions of selfhood to the emerging concept of the digital self, shaped by identic AI. We begin by examining the history of identity—its philosophical roots, psychological development, and sociological dimensions—and how these ideas have adapted in response to technological advances. Today, the data that defines our identities is controlled mainly by corporations and governments and used in ways that often undermine individual autonomy and privacy. We critique what Don has called “digital feudalism” and call for a shift in the paradigm of data in the digital economy, one where individuals own and control their digital identities, ensuring they reflect their true selves while maintaining privacy and security.2


The discussion of digital feudalism sets the scene for a three-stage evolution in the digital self. Stage I addresses the problem of identification, advocating for self-sovereign systems that allow individuals to control their identifiers without relying on centralized authorities. Stage II expands this to the concept of a digital identity: a comprehensive, user-controlled repository that consolidates medical, financial, and personal data into a secure digital wallet. Stage III envisions the rise of identic AI, where static digital identities evolve into intelligent, autonomous companions capable of acting on our behalf. These agents have the potential to redefine how we interact with the world, from improving our decision-making to representing us in both personal and professional contexts. However, this shift also raises profound questions about control, authenticity, and the boundaries of identity in a world where humans and their digital selves coexist.


These issues of digital identity and the digital self are central to understanding the transition to identic AI. A comprehensive digital identity enables identic AI to learn from our personal data, aligning with our values, preferences, and goals. In doing so, it provides the foundation of how these systems operate and represent us, transforming static information into dynamic intelligence and making our digital selves capable of meaningful action. By owning and managing these identities, we maintain agency over how we are represented and ensure that AI complements rather than compromises our humanity. This evolution not only challenges traditional notions of identity but also demands that we rethink our relationship with technology, ensuring it enhances our lives while reflecting our core human values.


A BRIEF HISTORY OF IDENTITY


To begin our journey on the transformation of identity by new technologies, we need to understand the concept and its history. Identity begins to form in childhood as we develop our self-concept throughout life. Familial, social, and cultural rituals and interactions, along with how others perceive us, all shape our identities. Over our lives, we accumulate identifiers, the essential artifacts of identity. They originate mainly from governments and corporations: our birth certificate, social security number, driver’s license, diploma, banking and credit accounts, frequent flier membership, and marriage license, to name a few. These identifiers hold meaning both personally and socially, shaping our relationships with key institutions and enabling our participation in different spheres of society.


The word identity comes from the Latin identitas, which encompasses our self-image and sense of similarity to others. Identity serves several purposes. It acts as a framework for self-regulation, providing meaning, direction, and a sense of control. It helps maintain internal coherence and guides behavior so that we can plan and set objectives. As an active and ongoing process, identity significantly affects how we adapt to life and achieve well-being. However, aspects of identity often stem from characteristics beyond personal control, such as our genes and family—nature and nurture.


The concept of identity has evolved from rich cultural, spiritual, and philosophical traditions. Eastern philosophies such as Taoism emphasize the fluidity of identity and the interconnectedness of all things. Hinduism views individual identity (Atman, the true self) as an expression of a larger cosmic reality (Brahman, the universal spirit). Buddhism challenges the permanence of identity, proposing that the self is a construct shaped by transient experiences and perceptions (anatta, the nonself).


Although the ancient Greeks had no fully developed theory of identity, they laid the groundwork for understanding our sense of self. In Plato’s dialogue Theaetetus (369 BCE), we find the earliest “law of identity.” Often summarized as A = A, this law asserts that a thing is identical to itself and distinct from every other thing. It is a simple and profound equation that expresses differentiation.


The law of identity became a cornerstone of Western philosophy for generations of thinkers, from Aristotle to Wehmeier.3 Early discussions often centered on objects rather than people. Philosophers in classical Greece grappled with enduring questions: What are the essential properties of an object’s identity? Is an object the sum of its parts, or does it have an underlying “essence” that persists amid change? Is there a threshold of change beyond which identity is lost?


Here’s a classic thought experiment known as the Ship of Theseus from Plutarch.4 Over time, the Athenians replaced the rotting timber of the ship with new planks. Is it still the same ship? More than a thousand years later, Thomas Hobbes added a twist: What if the Athenians created a second ship from all the decayed timber?5 Which of the two ships should we consider the original ship of Theseus: the one with fresh planks or the one from recycled timber? What are the criteria for answering such a question about something or someone?


In the seventeenth century, John Locke shifted the discussion by focusing on personal identity. Rather than defining identity in terms of one’s physical body or spiritual essence, Locke proposed that individual identity is rooted in consciousness, particularly memory. Although our bodies change over time, our ability to remember and reflect on our experiences defines us. Physical continuity was less significant than a continuous sense of self-awareness. In other words, identity resides in our mind—our conscious experience.


David Hume took a skeptical view of this notion of a “continuous self.” He argued that what we think of as a “self” is a bundle of fleeting perceptions and experiences bound together by habit rather than by any underlying essence. He viewed identity as fluid: an aggregate of moments, not an enduring whole. Hume opened the door to a more dynamic understanding of personal identity.


As people moved through the Enlightenment to the nineteenth century, their concept of identity expanded beyond the individual. With the rise of industrialization and urbanization, societies became increasingly interconnected. Philosophers recognized that both internal and external forces shape identity. Sociologists examined how social roles and group affiliations influenced people’s sense of self, and how a person’s identity relates to collective identities, such as family, nationality, professions, or social class. Under this view, identity was not just personal memory or self-reflection but also our positioning in society.


In the twentieth century, psychologists like Erik Erikson viewed identity as a continuous process rather than a static characteristic. Erikson introduced the idea of “ego identity,” which he saw as an evolving sense of self that took shape as individuals navigated life’s challenges and interacted with society.6 He recognized adolescence as a particularly intense period of identity formation: a time marked by experimentation, self-discovery, and sometimes crisis. Building on Erikson’s ideas, psychologist James Marcia developed a framework for understanding different identity statuses in terms of exploration and commitment.7 By studying how individuals chose and committed to different identities, Marcia expanded our thinking of identity as a dynamic process rather than a fixed trait.


This new understanding—that identity was a product of inner consciousness and external forces—led to the idea that people could “perform” or deliberately express their identities in certain social contexts. Sociologists like Peter Burke noted that identity could be something we project outward, shaping how others perceive us and influencing how we act in specific social settings.8 In this view, identity was not only something we possessed; it was something we did. We projected it onto the world. In 1959, the sociologist Erving Goffman used the metaphor of theater, where actors perform their characters on a stage through their verbal and physical actions and reactions, their silence and stillness, navigating settings constructed by each other and the audience’s perceptions.9 Striving to cohere and adjust to various social contexts, actors interact with others who are also attempting to present themselves in a specific light.


The digital age has expanded how we present ourselves to the world. With the rapid adoption of digital technology in the late twentieth century (in particular, the World Wide Web), individuals had an entirely new stage for their projections or even reinventions of their identities in previously impossible ways. Through social media and online avatars, we could experiment with new personae, creating multiple versions of self-expression in the digital realm. Each of us had to think about how we wanted to present ourselves to a bigger and different world. Researchers like danah boyd and Knut Lundby observed that this ability to craft digital identities freed individuals from the constraints of their physical bodies and societal expectations, opening new avenues for self-exploration and social connection.10 It also came with a world of problems, as we shall see.


Let’s summarize the pertinent ideas so far. Identity is about things and people. Each of us has an identity that is a combination of characteristics. Identity consists of information about us but much more: It includes our memory, self-awareness, consciousness, and intelligence that act on that data. Identity is not static but a continuous process that changes over time. We each have a self: a concept of who we are that we present to the world. The digital age opened new venues for us to present and represent that self. We’ll come back to all this in a minute.


“SERFING” THE INTERNET: DIGITAL FEUDALISM


Our daily experience in the digital age generates enough data for banks and online companies to profile us and sell that profile of our “virtual selves” to other entities. In their book, Who Knows? Safeguarding Your Privacy in a Networked World, Ann Cavoukian and Don Tapscott explained how valuable our data stream is to companies and governments, so much so that we now call data “the new oil.”11


Now, as you spend hours online each day, this “virtual you” knows more than you do in many areas of your life. Unless your memory works differently from ours, you don’t recall your exact location a year ago, what you bought, how much money you spent and received that day, what you posted online, what your heart rate was, which medication you took, or what diagnosis you received.


We create this data, but we don’t have access to most of it, and we don’t own it. Tapscott called it “digital feudalism,” drawing parallels to the power dynamics of the medieval era. In feudal societies, laborers toiled on land they didn’t own, generating value while landlords claimed the majority of the rewards. Today, data has become the defining asset. It is sown by users but harvested by digital landlords, including social media platforms, search engines, online marketplaces, financial institutions, and governments. What was once “surfing the internet” has become “serfing the internet,” as Tapscott put it, with individuals unwittingly surrendering deeply personal insights in exchange for access to digital spaces controlled by corporate gatekeepers.


Yet even in this data-driven economy, the picture remains incomplete. Not everything we do generates data, and many of our actions still go unnoticed by the digital systems around us. The “digital version of you” is necessarily partial. And even when our behavior is recorded, it doesn’t tell the whole story. Beneath the surface lie your private thoughts, fears, dreams, and desires—intangible elements of identity that are rarely captured and never fully understood by algorithms.


This disconnect reveals a deeper problem. The growing asymmetry is more than just an economic issue. It strikes at the heart of personal identity in the digital age. The information we generate isn’t just transactional metadata; it is an intimate reflection of who we are. Yet, instead of demanding ownership of this digital self, we continue to occupy spaces where others dictate the terms, forfeiting control over our most valuable asset—our own data. Yes, you get lots of free services this way, from search to social media. So, why should you be concerned? Consider the trade-offs of this new form of feudalism.


First, as noted earlier, your data resides across separate databases of myriad entities. These databases are of two types: those that have been hacked and those that have yet to be hacked. Unless you’re a hacker, you can’t access your own data.12 You can’t use it to plan your life—your health, diet, budget, education, use of carbon, investment in solar panels or electric cars, retirement, and so forth. You can’t aggregate and anonymize it for social purposes. As the pandemic showed, societies have no access to critical data in times of crisis.


Second, you can’t reap rewards from your own digital assets, not for yourself, your family, or your heirs. While corporations and institutions profit from your data, you’re left out of the value chain. Worse, you bear most of the risk: If a company misuses, loses, or exploits your data, it’s you—not them—who deals with the fallout.13 After the Cambridge Analytica scandal involving 50 million accounts, Facebook managed to expose nearly 420 million user IDs and telephone numbers but didn’t have to deal with the tsunami of robocalls and fraud alerts.14 This is data malpractice.


Third, these entities are undermining your privacy. Like many of us, you’ve made the Faustian deal with technology companies, exchanging your data for their capability. Some say that privacy is dead and that those of us with nothing to hide should just “get over it.”15 We disagree: Your privacy is worth protecting. It contributes to your identity and your sense of self.


What’s more, a government knowing everything about you is dangerous. Let’s not assume that governments are benevolent. Often, they are not. Today, oppressive regimes use mass surveillance to control their populations. Corporations, too. What if a company had perfect information about you? Yes, it could tailor products and services. But it could also manipulate you in ways that weren’t in your best interest. Remember that George Orwell’s 1984 was a novel, not a playbook. Privacy is the foundation of freedom.


Further, our data is in myriad private silos, so it can’t be anonymized and aggregated for social purposes. As the pandemic shows, there is no way for societies to access these data in times of crisis. So, for example, epidemiologists can’t get access to critical aggregate data to identify a pandemic as it gets started or fight it once it spreads around the world.



A THREE-STAGE APPROACH TO CREATING THE DIGITAL SELF



Regulators have proposed various ways to chip away at these problems, such as breaking up Amazon, Facebook, and Google as data monopolies or relying upon the European Union’s general data protection regulation (GDPR). But they’re woefully insufficient.16 The GDPR is a partial measure and hypocritical in light of the EU common identity repository.17 Rather, we need to fundamentally overhaul the legal frameworks that define data ownership along with the entire architecture of AI itself. This will ensure individuals, not corporations, have control over their personal information. In the digital age, protecting identity requires new mechanisms for establishing, managing, and securing our digital presence, shifting power away from centralized entities and toward the individuals who generate the data. To be sure, this is an ambitious undertaking but, as you will read, one that is achievable.


In the framework that follows, we outline a three-stage approach to creating the digital self. The framework describes a transformative journey from essential online identification to fully intelligent and autonomous digital companions that act as extensions of ourselves. Stage I focuses on solving the problem of identification, emphasizing the need for a self-sovereign system that allows individuals to own and control their digital identifiers without dependence on governments or corporations. By leveraging technologies like blockchain—a decentralized and tamper-proof digital ledger—tools like Civic Pass already demonstrate how digital identities can enhance privacy and security while facilitating trust in digital interactions. Stage II extends this concept to a full digital identity, consolidating diverse data (such as medical records, financial credentials, and social personas) into a single, user-managed digital wallet. This stage empowers individuals to selectively share or monetize their data and navigate the digital world with privacy and control. Finally, Stage III introduces identic AI, where digital selves evolve from static data repositories into intelligent, autonomous companions. These virtual selves, imbued with our values and capable of independent action, have the potential to assist in decision-making, advocate on our behalf, and redefine how we interact with society, raising profound questions about identity, agency, and personhood in a world where humans and AI coexist.


Stage I: Solving the Problem of Identification


Let’s start with the thorny problem of identification—the foundation of identity in the digital age. How do you prove who you are online? How do you know who anyone else really is? How can you share only the necessary identification information while keeping other private data secure? In the physical world, people can provide specific details when required (like showing a driver’s license to the police) while keeping unrelated personal information private, such as their votes on police reform, donations to Planned Parenthood, or their work with the United Nations Relief and Works Agency for Palestine Refugees. But, how can we ensure we reveal only the required data needed in the digital world and no more?


State-run internet-based systems designed to solve these problems are problematic. In the last ten years, hundreds of government databases have exposed the data of billions of people.18 Yet these centralized systems place immense power in the hands of bureaucrats, who can restrict access, erase credentials, or leverage financial institutions, telecom providers, and tech firms for mass surveillance.19 In 2025, concerns about the US Department of Government Efficiency’s access to sensitive IRS and Treasury Department databases have only heightened fears that such power can be abused, compromising personal privacy and democratic accountability.


Far from being citizen-centric, government identity systems often exclude society’s most vulnerable—the poor, the rural, the homeless, the incarcerated, and the overworked—deepening existing inequalities.20 A government-controlled identification infrastructure is not only impractical but also philosophically flawed. Why should any government have the ultimate authority to define our identities while maintaining the ability to expose, monitor, or manipulate them at will?


Instead, we need a self-sovereign identification system where each of us owns and controls our personal identifiers so that we can steward an accurate, safe, and privacy-protected identification for ourselves and others. A truly sovereign digital identity must be universally recognized: valid in both physical and digital spaces, across borders, and free from the control of any single entity. No corporation, government, or centralized authority should have the power to grant, revoke, or manipulate it. Such a system must be resilient, designed to outlast shifting political regimes, corporate leadership changes, and even its users, ensuring both continuity and the fundamental right to be forgotten.21


To establish this vision, identity must be decentralized and governed by the individuals it serves rather than external institutions. A self-sustaining identity framework would function as a shared digital commons, where users have explicit rights to safeguard their personal data, control how and where it is used, and determine its economic value. This commons-based model would empower individuals to define the principles governing their identities, fostering a system that prioritizes user autonomy, security, and collective stewardship over corporate or governmental interests.22


The next generation of the internet will be built on decentralized systems like blockchain. This iteration of the web is often referred to as Web3, and this technology is critical. Individuals must be able to store their data in the digital equivalent of a black box. Consider Civic, a blockchain-based platform that people can use to manage and verify digital identities in a secure and decentralized manner.23 Founded in 2015, the company treats identity as a fundamental human right that should be universally accessible. Civic addresses the increasing risks of identity theft and fraud by giving users control over their personal information and tools for selectively sharing it with others.


One such tool is the Civic Pass, which issues a nontransferable “soulbound token” (SBT) that no one can move from its creator’s wallet.24 Civic Pass runs on more than ten blockchains and serves as a verifiable proof of a user’s identity or of specific attributes, following verification processes like CAPTCHA, liveness checks, uniqueness checks, and ID document validation.25
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