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Introduction


This is a book about how we see. Thinkers have pondered vision for a long time, but most of their ideas were, by modern standards, naive: the eye is, in fact, something like a camera, but there is a whole lot more to vision than that. It may seem natural and simple that we can recognize the face of a friend—so much so that the ancients didn’t even identify it as a problem—but there is actually nothing simple about it. To truly understand vision, you have to understand more than just how our eyes work. You also must understand how our brains make sense of the outside world.


Paradoxically, brains are pretty slow; neurons and their synapses work millions of times more slowly than modern computers. Yet they beat computers at many perceptual tasks. You are able to recognize your child among the crowd on the playground in milliseconds. How does your brain do it? How does it take a blunt stimulus—a patch of light, a vibration in the air, a change of pressure on the skin—and give it meaning? We have only glimpses of the ways, but what we have learned is fascinating.


I have been a neuroscientist since I was twenty-five—before the discipline of neuroscience officially existed—and I care as much about it now as I did then. I’ve watched our understanding evolve, and I’ve participated in the work myself. The basic narrative of this book is “how vision works”—from the retina to the highest visual centers deep in the temporal lobe. But I also want to let you follow the scientific journey, to see how basic neurobiology—not the talkshow kind—looks from beside the laboratory bench. So I’ll mix in some scenes from the lab, and sketch some of the players.


We’ll go through vision step by step. You’ll hear that the world you see is not the world that actually exists: it has been broken into fragments by your retina and sent to your brain in separate channels, each telling the brain its specific little thing about the image. You’ll learn how this recoding is accomplished by neurons in your retina, and why. We’ll follow these signals into the brain, where they build our perceptions.


The brain holds many mysteries, but an important insight is that much of the brain works not by fixed point-to-point connections, like the telephone system, but by means of swarms of neurons interconnected, like a spiderweb, into nerve nets. These days, nerve nets are often associated with computers, but in fact they were thought up a half century ago by a far-seeing Canadian neuroscientist, Donald Hebb. A few years later the idea was co-opted by computer scientists. During the next decades nerve nets moved in and out of fashion, but better computers eventually allowed computer scientists to create the field of machine learning, better known as artificial intelligence. They showed that computer nerve nets can learn to perform dramatic feats, leading neuroscientists to look again at nerve nets in the brain. So today we have a remarkable alliance between neurobiology and computer science, each field informing the other.


Do brains use nerve nets to interpret the world? Does the brain work by “machine learning”? The answer seems to be yes—and brains do it a whole lot better than computers. To be sure, computers dazzle with certain of their feats—not just playing chess, but learning other, more complex tasks. Generally speaking, though, AI computers are one-trick ponies. And even the simplest require lots of hardware, with a concomitant need for lots of energy. In contrast, our little brains can do a multitude of tasks and use less energy than a nighttime reading light. Seen that way, computers are very bad brains, and a search is on to make them more brain-like.


The key to machine learning, as imagined long ago by Hebb, is that a nerve net connected by fixed wiring cannot do very much. Key is that the synapses that connect the neurons of a nerve net (or the simulated “neurons” of a computer) are modifiable by experience. This plasticity is a general rule in the brain—not just in sensory systems. It helps the brain recover from injury, and allows it to allocate extra brain resources to tasks that are particularly important. In vision, the nerve nets of the brain can learn to anticipate the identity of an object in the world—to supplement the raw information coming from the retina with its knowledge of images it has seen before. Boiled down, this means that much of perception is not just a fixed response to the visual scene but is learned. The brain’s nerve nets recognize certain combinations of features when they see them.


Where does this lead in our search for understanding the actual experience of perception, thinking, emotion? We don’t have a detailed answer, but we can see, far in the distance, how the final answer may look. Known, verifiable science can take us to an entry point. I will take us part of the way, to the seam where sensory experience turns into perception and thought.


Finally, where are “you” in all this? It’s easy enough to talk about the brain as we see it from the outside, but where is the inner person that we imagine to be looking out through our eyes? There we can barely begin—and we run inexorably into the nature of consciousness, the self. We’ll go there at the very end, with no answer but an attempt to see the problem more clearly.





PART I



THE FIRST STEPS TOWARD VISION


During the 1960s, a good teacher named jacob beck gave A college course titled simply “Perception.” The course met in a small auditorium tucked into a corner of Memorial Hall, a nineteenthcentury brownstone colossus erected as a memorial to Harvard’s Civil War dead. The lecture hall’s gradual slope accommodated perhaps a hundred brown wooden desks, covered with a century’s coats of yellowing varnish. A black chalkboard stretched the width of the front wall. High on the left wall were sparse windows. The room was otherwise lit by a few incandescent bulbs, turning the auditorium a soft yellow. Thirty or forty students were thinly scattered around the room.


Beck was as straightforward a teacher as the name of his course would suggest. His manner was pleasant enough, but he was not particularly interested in charming students—his main mission was to present his material in a clear and organized way. He used careful notes and stuck to them. He spent the first few minutes of each lecture reviewing the main points covered in the previous one.


Beck did not need showmanship. The material was fascinating in itself. To be sure, he taught us the basics: pressure on the skin deforms a nerve ending, which sends a signal up the spinal cord to the brain. Some of our skin sensors signal light touch, some signal heat, and some are for things moving across our skin—say, a venomous bug dropping on your arm from the forest canopy. Facts like these were interesting in their own right. But the most wondrous thing of all—the great challenge Beck posed to his roomful of nineteen-year-olds—was object recognition.


On one hand, this is a problem of sensation—how the eye works, how it signals to the brain. But it connects with the great issues of perception: thinking, memory, the nature of consciousness. We can get our hands on the pathways of sensation. We can record the electrical signals in sensory pathways. We can tease the neurons to tell us what they see. We now know a lot about how the sensory signals are handled—how they are passed from station to station in the brain. This gives us a handle on the larger questions; it is a place where we have certain kinds of secure knowledge. We are only starting to understand where the brain takes things from there. But taking vision step by step gives us a platform from which to peer toward the great mysteries.





1 | The Wonder of Perception


The pears are not viols,


Nudes or bottles.


They resemble nothing else.


They are yellow forms


Composed of curves


Bulging toward the base.


They are touched red.


—WALLACE STEVENS


Consider these three faces. although the images are slightly blurry and the contrast is poor, you can tell them apart. The woman on the right has a slightly rounder face; the boy on the left has a strong chin. If they were your son or your daughter, your friend or your mother, you would recognize them across an amazing variety of situations. You would recognize them in plain clothes, without their makeup. You would recognize them in front of you or from an angle. You would recognize them in bright light or dim, nearby or at a distance, glad or sad, laughing or silent.


[image: image]


Yet how do you recognize them in all those different instances? The actual image that falls upon your retina is physically different in each case. Your brain adjusts to each version: larger or smaller, brighter or dimmer, smiling or glum. The permutations of faces, received as physical stimuli falling on your retina, are almost infinite. Yet you recognize familiar faces instantly, without effort. And you can tell apart not just these three but hundreds or thousands of faces. How can the brain—which is only a physical machine, like any other—perform this task so well?


It may help to think about a simpler example. Imagine that you must design a computer program that can recognize the letter A. Modern computers do this with ease, right? But in comparison with brains, they cheat. More on that in a minute.


The solution seems obvious: somewhere in the computer (or your brain) there must be a map or template of the letter A. Then the computer (or the brain) can just compare an A with the template and match them. But what if the size of the A to be recognized is different from the size of the template? The computer (or the brain) would have to conclude that they are not the same letter.


Well, why not just have the computer test a bunch of differentsized templates? That would fix the problem:


[image: image]


No doubt about it, that would work. Suppose, however, that the test A is now tipped a bit: [image: image] They won’t match, no matter how perfectly the computer has guessed the size.


OK, then, let’s have the computer compare against all possible sizes and all possible angles. If the computer is fairly fast, that might work. But in the end, we’d have too many variants—line thickness, color, font, and so on. And then we’d have to multiply all those variants by each other. The computer ends up having to test all possible sizes times all possible angles times all possible fonts times all possible colors, and so on. The number of combinations that has to be tested becomes very, very large, impractically large. All this hassle for a simple letter.


With faces, there is almost no limit to the variants. A face can be smiling or frowning, dim or bright, viewed from the front or at an angle. And the components of brains—neurons and synapses—are, compared with computers, very slow. It takes about a thousandth of a second for a neuron in a human brain to transmit its most basic signal across a synapse to one of its fellow neurons. During that time, a pretty fast modern computer performs something like one million operations. This superhuman speed is why I said that computers cheat—they do something that ordinary wet biology could never do. Say it takes one hundred operations for a computer to make one comparison. A computer could therefore make a hundred thousand comparisons in the time it takes a brain to transmit a single nerve impulse across a synapse. And that’s not counting the time it takes the signal to travel down the nerve fibers that connect neurons. If it were making comparisons in the same way computers do, your poor old brain would take minutes to recognize even the most familiar face. In other words, making lots of guesses is not an option for brains.


Here’s another example, drawn from a different sense—hearing.1 It’s the problem called segmentation. If I say to you “The dog is blue,” you’ll generally hear the words as they are written on this page. But normal spoken speech does not have breaks between words. In the actual acoustics of that sentence (unless you speak with artificial breaks), there are no empty spaces between the sounds “the,” “dog,” “is,” and “blue.” In physical reality, the sentence is a single long sound. To make sense of it, our brains break that long sound into words we know from a lifetime of speaking English (or whatever language we are using).


Once again, it is virtually impossible to see how the brain could use a template and match words against it. How many sounds would the template include? Certainly far more than the words in a dictionary. And this is to say nothing of different accents, rates of speaking, background noise, and more. So the brain isn’t using a template to understand this string of sounds.


This whole big mystery—an act that we perform many times daily with such ease—is termed the problem of object recognition. We think of it as being about sensory experience, but it is just as much a problem of memory: object recognition is matching a present stimulus to the memory of an object seen in the past. To figure out how it works is a spectacular technical challenge—the Mount Everest of sensory neurobiology.





2 | Neurons That Sing to the Brain


You learn something general by studying something specific.


—STEPHEN KUFFLER


Ihave told you that the world you think you see is not the world that actually exists. It has been altered by your retina, fragmented into dozens of different signals for transmission to the brain. The retina parses the visual image into its most telling components and sends a separate stream of signals about each of them to the brain. The rest is ignored, treated as background noise. This kind of stripped-down signaling, which is a search for economy you’ll hear more about, is not just a result of evolution amusing itself; it is one of the most fundamental principles of all perception.


To see how it happens, we have to get down to basics.


A SINGLE NEURON


A neuron is not a complicated thing. It is a physical object, albeit a very small one, made of materials we understand. It has the normal parts that make up any animal cell, with only a few unique features. When you concatenate a few hundred million neurons, though, big things happen: recognizing a friend, hearing Beethoven, a onehanded catch of a thirty-yard forward pass.


[image: image]


A neuron, like all vertebrate cells, is a bag of water separated from the surrounding water by a thin, fluid membrane. The membrane serves to divide the space inside the cell (black in these drawings) from everything outside it. A few neurons are more or less round, like a kid’s balloon. Others take more complex, amoeboid shapes. Still others can have bizarre and complicated arrangements. Many neurons look like skeletons—a tree in winter. The twigs and branches reflect the neuron’s connections with its near or far neighbors. No matter how baroque the shape, however, the cell always consists of a single space enclosed by a membrane. Its thin twigs enclose long thin spaces, like branching, convoluted soda straws.


What is this cell membrane? It is made of lipid, a variety of fat. Since fat and water do not mix, the cell membrane stays separate, a bit like a soap bubble. By itself, the cell membrane cannot accomplish much of anything. In the lab you can make an artificial cell that has only a cell membrane. Such a cell just sits there. An actual cell membrane is studded with a myriad of fancy little machines that do specific tasks—for example, embedded protein molecules that sense other molecules impinging from outside and then open a gate between the outside and the inside of the cell, which allows an electrical charge to pass. This is the basis of the nerve impulse.


While nerves have an impressive functional repertoire, their main function—the function that distinguishes them from almost all other cells—is to communicate with other neurons. In most cases they do so by transmitting brief impulses of electrical activity, known as spikes. Spikes can travel short distances or long. Some neurons talk to others (we say they “conduct nerve impulses”) only within their own restricted neighborhood. These so-called interneurons (local circuit neurons) signal over distances as small as 10 micrometers, which is just a hundredth of a millimeter. Alternatively, some spikes travel all the way from your brain to the bottom of your spinal cord, as when you seek to wiggle your big toe, or in the reverse direction, as when you stub it on a brick.


Spikes are not electrical currents, like the currents that a copper wire conducts. They are a more complicated biological event, in which the cell membrane actively participates: they are the electrical reflection of the movements of charged ions into and out of the cell, guided by specialized proteins that sit in the cell membrane. For that reason, they travel very slowly compared to electrical conduction down a wire. Nerve impulses travel along an axon at a speed ranging from roughly 10 to 100 meters per second, depending on the axon. Electricity flows down a wire at about 300 million meters per second. From the point of view of our brain’s ability to compute things, this slowness of conduction is a big deal. It is the main reason brains cannot use brute-force, dumb strategies to solve problems.


At the end of the axon is usually a synapse. A synapse allows one neuron to talk to other neurons across the gap that separates them. At the synapse, an electrical signal in one neuron is changed into a chemical signal; specialized synaptic machinery allows the spike to trigger the release of chemicals that are sensed by the second neuron. These are neurotransmitters, about which we hear so much in the news. Because there are lots of different kinds of neurotransmitters, used for different purposes at various places around the brain, and lots of steps involved in their release, this is a point where we can manipulate brain function—for therapeutic goals or for recreation.1 Nicotine acts on synapses. So do antipsychotic drugs, and those that control epileptic seizures. So does Valium, to make you calm, or Prozac, to make you happy.


A neurotransmitter released by one neuron can make another neuron more excited or less excited. (In reality, a neuron is rarely receiving just a single signal, but for the present purposes let’s just assume it does.) The second neuron integrates all the inputs it receives. When enough impulses reach that neuron within a short time, what we call an “action potential” is triggered in the neuron. That action potential can propagate autonomously within the second neuron and excite or inhibit a third neuron, and so on.


At this point, we see the second big thing neurons do: they decide which inputs to pass on to further neurons and which inputs not to pass on. They make this decision solely by adding up all the inputs the cell receives. This is a bit of a simplification, as the ways in which inputs can be received are wonderfully varied. But to take a simple example, they add excitatory inputs and subtract inhibitory ones. The study of this process constitutes a field of its own within neurobiology; some of my smartest colleagues have spent their lives unraveling the many and elegant ways in which synaptic communication can occur.


Now, though, we’ll think of neurons in their simplest mode, waiting for inputs to come along and firing an action potential when those inputs reach a certain magnitude. But just sending messages from neuron to neuron does not make a brain a brain. It is the combination of neuronal signaling and neuronal decision-making that makes a brain a brain. I’m simplifying because my task here is to tell you about perception. For that, we only need to understand a few things. The most important is that an action potential causes an electrical change wherever it goes. Critically for our story, that electrical change—the spike—can be eavesdropped upon by mortals armed with long thin probes called microelectrodes.



HOW SENSORY NEURONS SIGNAL


As I’ve said, neurons carry messages from place to place over a distance that can be short or long. In a giraffe, the neurons that control walking can span 2.5 meters, reaching from the brain to the lower spinal cord. In all but a few cases, however, the means of signaling is the same: somewhere on the surface of the cell there is a stimulus that initiates an action potential that spreads throughout the neuron.


All neurons that sense the outside world—whether through touch, hearing, vision, or smell—do the same fundamental thing: they detect an event in the world and transmit a signal about it, sometimes with a relay or two, to the brain. But they do this in quite different ways, mirroring the events in the world they are sensing, which are also physically different.


Consider the sense of touch. A perception of touch originates when the skin is deformed through pressure. This could occur by a finger stroking your wrist, a mosquito walking gingerly in search of a soft spot to stab, or your brusque collision with some solid object. These deforming pressures, hard or soft, are detected by nerve endings located just below the surface of the skin. Each ending is part of a neuron.


[image: image]


This image shows two neurons on the touch pathway; the patch of skin, shown by the dashed circle, is known as the receptive field. Information travels from left to right in this diagram. The first neuron has a long fiber (axon) that runs from a place on the skin—where the nerve ending forms many small branchlets—to the spinal cord. When, say, a mosquito lands on your arm, the mosquito’s foot ever so slightly depresses the skin over the nerve ending. That pressure is transmitted to the neuron and a nerve impulse is initiated. That impulse travels along the axon, through the cell body and ends at a synapse (indicated by a forked line) upon another neuron, located in the spinal cord, which then projects to the brain. (Other pathways to the brain exist. This is just one of the simplest.)


The tactile neuron’s branches can detect the indentation of the surface of the skin through what is known as a mechanosensitive ion channel. This channel is a protein in the cell membrane. Deforming the mechanosensitive channel allows positive ions to flow from outside the cell into the nerve ending. The flow of positive ions tends to excite the ending. When the excitation reaches a certain threshold, the ending begins to fire action potentials. These travel up the skin sensory nerve (axon) and past the cell body to a collecting site in the spinal cord, where the axon encounters a second neuron that will transmit the information toward the brain for interpretation. Note that the information from this skin sensory nerve has told the rest of the nervous system three things: that there is something touching your skin, that it is located just above your right wrist, and that the thing is fairly light.


First, the “where,” which is easy. The endings of an individual tactile neuron in the skin cover a limited space on the skin. This space may be tiny, such as on the hand or lip, or broader, such as on the skin of the back. The brain knows what region each nerve surveys, and from that it knows where on the skin the stimulus fell—where the receptive field of that neuron is located.2 Obviously, if the stimulus falls on an area of the body like your fingertip, which is covered by many tiny nerve endings, the brain will know more precisely where a small stimulus fell than for places with only a few huge endings, like on your back.


I introduced an important piece of nomenclature when I referred to the dashed circle in the diagram. I called this area under the terminal branchlets of a sensory axon a cell’s receptive field. The receptive field is the specific part of the skin from which a particular sensory axon can be excited. As you will see, we use the same term to talk about vision, where “receptive field” refers to the area of the retina that excites a particular visual neuron—in the retina or later in the visual system.


Now for the “how much” question: how light or heavy the stimulus. How does the skin sensory nerve convey that? All sensory axons—for touch, hearing, vision, smell—communicate with the brain by a coded frequency of action potentials. A light touch produces only a few action potentials; a stronger one produces a more rapid string of them. That’s how the brain, or an experimenter who can monitor the rate of firing, can tell how strong the stimulus was.


Many scientists (including me) have speculated in print that additional information may be contained in the detailed pattern of the action potentials, just as a pattern of key taps conveys information in Morse code.3 The pattern could tell the brain, for example, what type of receptor a particular axon is carrying signals from (see the next paragraph). Certainly the pattern of spikes influences how the brain responds; we know that closely spaced action potentials (spikes) excite the postsynaptic cell more powerfully than widely spaced ones. But nobody has proposed and tested a specific code that has turned out to be convincing.


Even more interesting is the “what” part of our question. The brain wants to know: “What kind of a thing is touching my wrist?” All touches are not created equal. There are several different kinds of touch neurons, responding to different aspects of touch. One type of touch receptor is moderately sensitive to light touch on the surface of the skin and keeps sending a signal to the brain as long as the lightly touching thing is still touching. Another type of receptor responds only to fairly strong pressure and responds only at changes in touch—when the pressure first starts, or when it ends. Presently we know of more than a dozen kinds of primary touch neurons. These can be separately tested in a neurologist’s office. That, in fact, is what she is doing when she compares your sensitivity to a pinprick with your sensitivity to a touch from a buzzing tuning fork.


Interestingly, many of the differences among skin receptors are due not to fundamental differences in the neurons but to the different structures in which the nerve endings are embedded. The endings of individual touch neurons are surrounded by specialized cell structures, and these cause the sensory neuron to respond to different kinds of touch. Think of the difference between a snare drumstick and a bass drumstick. Both are basically sticks, but one has at its business end only a small wooden ball, and the other has a great fuzzy pad. They correspondingly make different sounds when they hit the stretched skin of a drum. In addition, different receptors express different ion channels, giving their responses new richness. The details of these arrangements, though wonderful tributes to the skill of evolution, are not really important here. What matters is just that the different types of neurons respond to different aspects of the world’s impacts upon the body: some respond to the jump of a flea, while others require the blow of a fist. Of course, there are many intermediate cases; most situations are signaled to the brain by a mixture of neuronal types. As one of the experts has written, “Like individual instruments in an orchestra, each [touch neuron] subtype conveys a specific feature of the forces acting on the skin, collectively culminating in a musical symphony of neural impulses that the brain translates as a touch.”4


And this is a general principle for all sensory systems. Taste is subserved by a set of five types of taste buds, corresponding to sweet, sour, salty, bitter, and umami (a complex taste triggered by some amino acids). The sense of smell, remarkably, has by present count around four hundred types of receptor, each selectively sensitive to a particular volatile molecule. This accounts for the abilities of wine tasters to distinguish hundreds of wines by their bouquet (sadly, I lack this) and for the way a specific perfume can call up thoughts of an old lover.


HOW VISION IS LIKE TOUCH


I’ve gone into this much detail about how touch works because the basic principles of touch and vision are similar. All neurons work in essentially the same way. Both vision and touch boil down to the brain locating inputs that land on a sheet of sensory cells—the skin or the retina—and both involve a great variety of different sensors. In both cases, single neurons are tasked with telling the brain a few very specific things, and both touch and vision neurons respond to only a limited receptive field. But when it comes to vision, we know much more about how the receiving structures of the brain deal with input. Thus we can understand much more about how the brain interprets the symphony of signals arriving from the retina.


We have just seen that individual neurons innervating the skin tell the brain different things about objects that have touched it. The same fundamental principle underlies the workings of vision: each fiber of the optic nerve reports to the brain about one small region and one specific feature of the scene in front of you.


The retina is a microprocessor, like the one contained in your cell phone, your camera, or your wristwatch. It contains many different types of neurons, upon which we will lavish much attention later. For now, we’ll just think about the retina’s output, as conveyed by the activity of its long-distance signaling neurons, called retinal ganglion cells (analogous to the touch neurons that project up the spinal cord). Each human retina contains about one million retinal ganglion cells. These cells collect the inputs of several types of internal retinal neurons and run them up to the brain. Bundled together, the long axons of the retinal ganglion cells constitute the optic nerve.


The first in-depth study of retinal ganglion cells was done by the Hungarian American scientist Stephen Kuffler. Steve’s long-term interest was elsewhere—the mechanism of synaptic transmission—but after migrating around the world during World War II, he landed a position in the Department of Ophthalmology at Johns Hopkins University. In part out of gratitude to his hosts, he did a study that to this day remains fundamental to our understanding of vision.


In about 1950 Kuffler recorded the electrical activity of single retinal ganglion cells in the eyes of deeply anesthetized cats. Having put a microelectrode into an eye, once he encountered a retinal ganglion cell he was able to study the train of impulses formed by that ganglion cell when he stimulated the surface of the retina with small spots of light. The spots of light needed to be small because he needed them to be like images cast on the retina by objects in the world. By the time they arrive at the retina, images are hugely demagnified—for example, the image of my thumbnail at arm’s length spans only four-tenths of a millimeter on my retina.


The signals sent by the retinal ganglion cells Kuffler observed were a lot like the touch signals sent by skin sensory neurons. Each retinal ganglion cell is responsible for a single small patch of the retinal surface—its receptive field. The smallest of these areas in the cat’s eye was around 40 micrometers, or 4/100 of a millimeter. While we don’t know the size of individual receptive fields in humans—we have no medical reason to record from retinal ganglion cells in a person—indirect evidence indicates that our smallest receptive fields are about 10 micrometers in diameter. A Nobel Prize winner has calculated that a 10-micrometer receptive field looks like a quarter viewed from about 500 feet away. I don’t think I can see a quarter at 500 feet; perhaps Nobel winners have sharper vision than the rest of us. In any case, we can think of these receptive fields as like the pixels on a monitor. The more densely packed the retinal ganglion cells, the sharper your vision.


SOME CONTEXT


In the early days of neuroscience—from, say, 1945 to 1980—the most exciting research centered on recording electrical signals. These included brain waves recorded from the scalp (an electroencephalogram, or EEG), distantly reflecting the electrical activity of the brain inside, and signals recorded by thin wires passed into the brain, reflecting the activity of single neurons. Recording the brain’s electrical activity was the biggest game in town. (Molecular genetics—now the central engine of all biological science—was mostly biochemistry, and genetic engineering had not yet been invented.)


Needless to say, electrical signals picked up from single neurons are extremely small. That makes them susceptible to interference from all manner of other electromagnetic waves passing by, including police radios, television stations, and medical beepers. So we often recorded in “cages”—wire mesh boxes surrounding the test person or animal—to keep out the unwanted signals.


An even more basic way to keep out nuisance signals was to put something solid between the recording site and the source of the nuisance. How about several yards of dirt? Not a few laboratories were built in basements, or with copper screening set into their walls. (Apparatus has gotten better, and scientific interests have changed: we now record larger signals with better amplifiers, so it is no longer necessary to take such extreme measures.)


A typical research laboratory included three or four research groups, each headed by an independent leader. Each group would occupy a suite of three or four rooms, staffed by the leader (a professor) and three or four postdocs and technicians. Tiny offices for the professors would be tucked into the corners. A separate room would contain desks for the postdocs, or they would be squeezed in next to the apparatus. Animal quarters were usually a room located down the hall. On a visitor’s first day, the pungent aroma of small mammals was overpowering. Fortunately, that smell faded and, after a few weeks, seemed to go away. The mice or rabbits, their bedding, and their feces were still there, but your olfactory system after a while tuned it out—a tribute to the blessed power of sensory habituation.


The gleaming flasks and bottles featured in movies were a minor presence in these laboratories. Instead, the dominant visual was of electronics—racks and racks of amplifiers, speakers, recording devices, and power supplies. If the lab was fortunate enough to have a computer, it would be the size of a refrigerator, have less power than my iPhone, and speak only a machine language. It was programmed by a specialist, using code not far removed from binary strings of 0’s and 1’s. Mixed with the odor of animals, alcohol, and ether was the smell of new wiring and warm metal as whirring fans cooled the circuitry.


Our equipment was precious. The big workhorse was the cathode ray oscilloscope, its dimly lit green screen the precursor to our present computer displays. We took pictures of the screen with a film camera. The oscilloscope had to be carefully calibrated, and it used vacuum tubes, like an ancient radio. My first task in the morning was to turn it on so that it would be warmed up by the time we wanted to start work. When I set up my own lab, its first scope cost $2,500 in 1970s dollars. Today you can buy a better one for $500.


STEPHEN KUFFLER


A pioneer of biological neuroscience, Stephen Kuffler helped create the discipline as we know it today. Kuffler did it not only by the example of his elegant publications, the lessons of quality he taught his students, and his personal charm, but by his skill in choosing students and colleagues, who today occupy a remarkably large fraction of the leadership in neuroscience nationwide. Those who knew him revere him. Machine shop technicians, secretaries, members of the scientific elite—everyone loved Stephen Kuffler.5


He was a slight, pixie-like man, and except for his enduring love of tennis, one would not have imagined that he was a champion in that sport during his youth. Born in 1913, he grew up in his family’s mansion in Hungary. In his autobiography he calls it “a farm,” but others have described it as a substantial estate, large enough to employ most of the people in the surrounding village. His early childhood seems to have been happy, although his family did need to flee Hungary for Austria during a short-lived Communist uprising in 1919. He was educated primarily at a Catholic boarding school, followed by medical school. Unhappily, his father suffered a catastrophic financial loss and died soon after, leaving young Stephen, then in his late teens, to fend largely for himself. Graduating from medical school in 1937, he once again had to flee, barely ahead of the German invasion of Austria. This time he fled in the reverse direction, from Austria to Hungary.


Via Trieste, he found his way to London, where he had friends. Not licensed to practice medicine in England, he moved again, this time to Australia, where he encountered John Eccles and Bernard Katz, both future titans of neurobiology, and began his life as a research scientist. During an intense period of work between 1939 and 1944, the three made fundamental discoveries about nerve conduction and the workings of the synapse.


Administrative bungles ended this charmed period, and the three left Australia, Kuffler taking his new Australian bride to Chicago. His growing reputation preceded him. After a couple of stops, he moved to Harvard, where he founded a department of neurobiology unlike any before it. If not the first academic department dedicated to neuroscience, it was surely one of the first few. The discipline at that time did not exist; the Society for Neuroscience had not yet been born. (My own membership number in the society is 000064, marking me as a real old-timer.) His department quickly became the leading one in North America. At first they accepted only a few students, which helped them create the family atmosphere for which the department became famous. A few years after its founding, I spent two years in Kuffler’s neurobiology department as a visiting scientist.


The department’s research standards were extremely high: it was elitist—not to say arrogant—and unashamed of it. In a way, it was the scientific equivalent of Ken Kesey’s magic bus. If you were one of the family, you were on the bus. If you were not, they let you know that, too.


Inside the bus was a remarkable scientific environment. The growing group of scientists had fun. Kuffler himself was an inveterate jokester—one of the greatest un-stuffed shirts in all of Harvard. The people in his department were the Merry Pranksters of neuroscience, a strange and unusual mixture of rigidly disciplined, cautious, demanding, and playful. Seminars were supposed to be fun. Your talk had to be perfect yet effortless, and always leavened with humor.


The department ate lunch together, individuals or lab groups drifting in and out of the lunchroom as their experiments permitted. An important institution was the lunchtime seminars. As the department grew in fame, many visitors passed through Boston, and it was customary for them to be invited to give seminars. However, there were too many visitors to allow a seminar to be scheduled for each. The system of lunch talks was a solution. All that was required was for the inviter to write the speaker’s name on the calendar posted on the door. There was no other announcement, and no formal welcome to the visitor. There was no official vetting of the speakers; they were solely the responsibility of the inviter. This was quality control enough—if you invited a bad speaker, you lost face. Worse, you risked getting your invitee flayed in public.


Over these lunches we heard an extraordinary amount of interesting science. Two or three such talks per week provided a truly comprehensive view of what was going on outside our lab. In practical terms, this gave us a competitive advantage: we learned very, very quickly—often before any publications appeared—of every new development. We were close to the leading edge, and proud to be there.


The department was not physically closed to outsiders—in a university at that time, that would have been gauche—but it might as well have been. No doors were locked, but scientists outside the department were not invited to attend any of the talks, or to eat in the lunchroom. Anyone who foolishly showed up was received with great coldness. Outsiders—that is, other Harvard scientists—naturally resented being frozen out, especially when they could look through the glass and see the neurobiology department laughing, playing, and doing wonderful science. But for Kuffler’s gang, this was a magical era. It lasted until his death in 1980, after which the department began to fragment with remarkable speed. The Harvard Department of Neurobiology is still a marvelous place and a world leader in neuroscience, but those who participated during the glory days have never forgotten them.


(Honesty compels me to report that the experience was not entirely unmixed. The pressure to excel was great, sometimes overwhelming. One veteran of the early days told me that it was a great experience . . . and only took him two years of therapy to recover from. Also, the authoritarian scientific style sometimes led to errors.)


How did Steve Kuffler, a little guy overflowing with bad puns, have such an impact? His friends and students assembled a book of reminiscences after Steve’s death. In it, Gunther Stent, a founding father of molecular biology, memorably called Steve “incorruptible.” Many others spoke of Steve’s scientific brilliance and integrity, but “incorruptible” says something more. It says that in his heart, there was something about Steve Kuffler that was pure.


He rejected pomposity and took any occasion to deflate it. Once, over a late beer in a nearby pub, accompanied by a couple of postdocs, a low-level professor, and Torsten Wiesel, a future Nobelist who had succeeded Kuffler as department chair, Wiesel was grumbling about his administrative chores. Steve remarked, with his usual slight smile but a very direct look, “If you want the glory, you have to do the work.”


Steve gave me some direct advice at lunch one day, when he overheard me complaining to companions that the problem I was working on was not very general. (It seemed at the time to have implications only for the retina, not beyond.) Steve was sitting quietly a few seats away, eating his own lunch from a plastic carry-out box. He turned and, with that same direct look, said simply: “You learn something general by studying something specific.”


CENTRAL AND PERIPHERAL VISION


[image: image]


To understand how the retina shapes the visual message, it’s time to start thinking about how its neurons are arranged. The retina, far from being just a bank of photocells, contains five main classes of neurons, each of which does a different thing. The first of the retinal neurons are the rod and cone photoreceptors. (We say they come “early” in the visual process.)


These neurons detect light (rods for starlight and moonlight, cones for everything after dawn) and are the primary neurons in the retina to do so. The rods and cones make a synaptic output onto a type of interneuron called the bipolar cell, because it has—in contrast to some other retinal neurons—two clear poles, one for input and one for output. Bipolar cells get their inputs from the rods and cones and make their outputs onto the retinal ganglion cells, whose long axons bundle together to form the optic nerve. The retinal ganglion cells (which we say come “later” in the visual process) transmit to the brain all the information that the brain will ever have about the visual world.


We’ll come in a bit to two other types of retinal neurons, which provide a lot of the fun of the retina. For now, however, photoreceptors, bipolar cells, and ganglion cells are the backbone of the retina, and their arrangement says everything about how sharply we can see.
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