


[image: image]









[image: ]












For Rachele, the center of my data.









© Copyright 2022 by Kaplan North America, LLC, DBA Barron’s Educational Series


All rights reserved under International and Pan-American Copyright Conventions. By payment of the required fees, you have been granted the non-exclusive, non-transferable right to access and read the text of this eBook on screen. No part of this text may be reproduced, transmitted, downloaded, decompiled, reverse engineered, or stored in or introduced into any information storage and retrieval system, in any form or by any means, whether electronic or mechanical, now known or hereinafter invented, without the express written permission of the publisher.


Published by Kaplan North America, LLC, DBA Barron’s Educational Series


1515 West Cypress Creek Road


Fort Lauderdale, FL 33309


www.barronseduc.com


    ISBN: 978-1-5062-8159-9


10 9 8 7 6 5 4 3 2 1


Kaplan North America, LLC, DBA Barron’s Educational Series print books are available at special quantity discounts to use for sales promotions, employee premiums, or educational purposes. For more information or to purchase books, please call the Simon & Schuster special sales department at 866-506-1949.










How to Use This Book



Painless statistics? It might sound impossible, but it’s not. Statistics is easy . . . or at least it can be with the help of this book!


Whether you are learning statistics for the first time, or you are revisiting ideas you may have forgotten, this book is for you. It provides a clear introduction to statistics that is both fun and instructive. Don’t be afraid. Dive in—it’s painless!


Painless Icons and Features


This book is designed with several unique features to help make learning statistics easy.


[image: images] PAINLESS TIP


You will see Painless Tips throughout the book. These include helpful tips, hints, and strategies on the surrounding topics.


[image: images] CAUTION—Major Mistake Territory!


Caution boxes will help you avoid common pitfalls or mistakes. Be sure to read them carefully.


[image: images] MATH TALK


These boxes translate “math talk” into plain English to make it even easier to understand statistics.


[image: images] REMINDER


Reminders will call out information that is important to remember. Each reminder will relate to the current chapter or will reference key information you learned in a previous chapter.


[image: images] BRAIN TICKLERS


There are brain ticklers throughout each chapter in the book. These quizzes are designed to make sure you understand what you’ve just learned and to test your progress as you move forward in the chapter. Complete all the Brain Ticklers and check your answers. If you get any wrong, make sure to go back and review the topics associated with the questions you missed.


PAINLESS STEPS


Complex procedures are divided into a series of painless steps. These steps help you solve problems in a systematic way. Follow the steps carefully, and you’ll be able to solve most statistics problems.


EXAMPLES


Most topics include examples. If you are having trouble, research shows that writing or copying the problem may help you understand it.


ILLUSTRATIONS


Painless Statistics is full of illustrations to help you better understand statistics topics. You’ll find graphs, charts, and other instructive illustrations to help you along the way.


SIDEBARS


These shaded boxes contain extra information that relates to the surrounding topics. Sidebars can include detailed examples or practice tips to help keep statistics interesting and painless.


Chapter Breakdown


Chapter One gives you a painless introduction to statistics, with an example that shows you where data comes from, what you can do with it, and what it can do for you.


Chapter Two is all about data, the object of study in statistics. You’ll learn about the different types of data and how to represent and visualize it with charts and graphs.


Chapter Three shows you the power of statistics. You’ll see how questions about large sets of data can be answered by considering just a handful of representative numbers using descriptive statistics like the mean and standard deviation.


Chapter Four introduces you to the important distributions you’ll encounter when working with data and shows you how you can use properties of those distributions to make analyzing that data as painless as possible.


Chapter Five focuses on a single distribution of data: the normal distribution. Normally distributed data pops up everywhere in the world—from test scores to biological measurements and so much more—so knowing how to work with the normal distribution is key to applying your statistical knowledge.


Chapter Six introduces you to probability, the mathematics of likelihood. A firm grasp of basic probability helps you put your data in context and is essential to understanding important ideas in statistics, like sampling and inference.


Chapter Seven extends your study of probability into conditional probability. You will learn how to analyze the impact that events can have on each other, another central theme in applying statistical knowledge.


Chapter Eight develops the basics of statistical sampling and sampling distributions, which allow you to use statistics to understand entire populations by just looking at a small sample of the data.


Chapter Nine shows you how to construct and interpret confidence intervals, which are important statistical tools that allow you to make educated guesses about unknown quantities while accounting for the uncertainty inherent in the process.


Chapter Ten teaches you about statistical significance: what it is, what it isn’t, and how you can measure it.


Chapter Eleven gives you the basic statistical tools you need to tackle bivariate data, like scatterplots, correlation, and linear regression.


Chapter Twelve puts your statistical knowledge in context by helping you interpret and understand the statistical claims you’ll see and hear all around you.









Chapter 1


An Introduction to Data


Statistics is the study of data. Data is everywhere, and statistics can help you collect it, categorize it, analyze it, and interpret it. Data comes in many forms—it can be a series of stock prices, the number of touchdowns, or a list of favorite ice creams—but for all these forms, you can use statistics to help make sense of the data. It can be hard to understand a large set of numbers, but with statistics, working with data can be painless.


An Example of Working with Data


How can data help you make decisions and better understand your world? Here’s a simple example that illustrates what statistics can do for you and just how painless it can be.


Example:


Imagine that you live in one city and work in another. To get from home to work, you have two different commuting options. Commute A involves riding three different trains and making two transfers. Commute B involves riding just one train, but it also involves a slightly longer walk from the station to your job.


Unsure of which commute is better, you try both for a while and record how long it takes you to get from home to work. In other words, you collect some data.
















	

Commute




	

Length of Commute (in minutes)









	

A




	

32, 43, 26, 27, 42, 30, 42, 44, 31, 30, 27, 46









	

B




	

34, 36, 40, 41, 37, 35, 37, 41, 39, 37, 36, 41, 37, 40, 39












These are your two data sets. A data set is a set of information, and in this example, the information comes in the form of numbers. Each individual number in these data sets is a data point, and each data point represents the length of a commute in minutes. There are 12 data points in the first data set and 15 data points in the second set. The variable n is used to indicate the size of a data set. In the first set, n = 12, and in the second set, n = 15.


So, what can you do with this data? Naturally, you might be interested in knowing which commute is better, but how can you compare the 12 numbers in the first data set with the 15 numbers in the second data set? This is where statistics come in.


A statistic is a number that captures some feature or characteristic of a data set. A good statistic communicates an important or useful piece of information about the data, and the beauty of a statistic is that it’s just a single number. Instead of trying to think about the entire data set all at once, you can focus only on the statistic.




[image: images] PAINLESS TIP


A statistic is a way of thinking about an entire data set by considering just one number. This makes it easier to understand and analyze your data set.





There are many different statistics you can use to help make sense of data. The first one you should know is a familiar statistic that describes where the “center” of the data is.


The Center of a Data Set


One of the first steps toward understanding a data set is determining where its center is. A common way to measure the center of a data set is by finding the mean of the data. The mean of a set of numbers is the sum of all those numbers divided by the size of the data set. The mean is often referred to as the average because, in a sense, the mean can be thought of as an average representative of the data set. For example, people around the world typically range in height from 1 foot tall to 7 feet tall, but the mean height is around 5.5 feet. You might think of an average person being around 5.5 feet tall.




[image: images] PAINLESS TIP


The word average has different meanings in different contexts. Sometimes average refers to the mean; other times it refers to other statistics (such as the median), as discussed further in Chapter 3.





To compute the mean of a data set, simply follow these painless steps.




Step 1:Add all the values in the data set.


Step 2:Divide that sum by the number of values in the data set.





The mean you get by adding up all the numbers in a set and dividing by the number of values is also known as the arithmetic mean of a set of numbers.


For example, to find the mean of the set of commute times for Commute A, first add up all the numbers in that data set:




32 + 43 + 26 + 27 + 42 + 30 + 42 + 44 + 31 + 30 + 27 + 46 = 420





Then divide the sum by 12, the number of values in the set:




[image: ]





The result is 35, so the mean of this data set is 35 minutes. The unit is minutes because each data point in the set was measured in minutes. So in the calculation of the mean, you divided a sum of minutes, 420, by a pure number, 12.




[image: images] PAINLESS TIP


Don’t be afraid to use your calculator! You are expected to use technology to help with calculations in statistics, especially when the data sets are large. Many calculators have statistics capabilities that allow you to enter in a list of numbers and compute the mean with a single command.





Here’s the computation of the mean for the second data set. First, add up all the numbers in the data set, and then divide that sum by 15 (the number of values in the set):
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Therefore, the mean commuting time for Commute B is 38 minutes.




[image: images] CAUTION—Major Mistake Territory!


The mean of a data set is not necessarily a data point in the set. For example, the mean of the second data set is 38 minutes, but 38 is not a number in that data set. The mean can be thought of as an average member of the data set, but it’s not required to be a member of the set.





If your ultimate goal is to compare the two commutes, the means that you just calculated allow you to do exactly that. Each data set is now represented by a single number, so instead of trying to compare all the numbers in the first set with all the numbers in the second set, you can just compare the means. This tells you that, on average, Commute A takes 35 minutes and Commute B takes 38 minutes, so Commute A is, on average, shorter than Commute B.


The mean is an example of a summary statistic. A summary statistic is just what it sounds like: it summarizes the data in a single number. This frees you from the burden of having to think about all the data at once. You’ll encounter more summary statistics (that describe other features of data) in the next section and in Chapter 3, but first try the following Brain Ticklers to practice computing the means of data sets.




[image: images] REMINDER


Comparing two numbers is much easier than comparing two large data sets. This is one of the benefits of using statistics.







[image: images] BRAIN TICKLERSSet # 1




1.Compute the mean of each of the following data sets.


a.34, 18, 21, 65, 9, 11, 18, 52


b.17, 27, –14, 3, 0, –25, –28, –3, 32


c.5, 5, 5, 5, 5, 5, 5, 5


2.Create a data set with n = 5 that has mean 10.


3.Suppose a data set with n = 4 has mean 100. A new data point is added to the data set, and the new mean is 101. What is the new data point?


4.Suppose a data set has mean 100, and you know that one data point is 75. Explain why there must be another data point in the data set that is greater than 100.


(Answers are on page 14.)








The Spread of a Data Set


Now that you’ve compared the means of the two sets of commute times, you might be tempted to conclude that Commute A is better because, on average, it is shorter than Commute B. This is a reasonable conclusion to draw, but there’s more to this story, and more summary statistics will help tell it.


As a statistic, the mean captures some information about the data but not all of it. Other summary statistics capture other features that might also be important to understanding the data. For instance, take another look at the two data sets of commute times. This time, the data points are arranged in order from smallest to largest.
















	Commute A:


	26, 27, 27, 30, 30, 31, 32, 42, 42, 43, 44, 46







	Commute B:


	34, 35, 36, 36, 37, 37, 37, 37, 39, 39, 40, 40, 41, 41, 41










Ordering the data like this makes it easy to spot the smallest and largest numbers in each data set. These are also useful statistics. For example, Commute A has a minimum time of 26 minutes and a maximum time of 46 minutes, while Commute B has a minimum time of 34 minutes and a maximum time of 41 minutes. This says something useful about the data.


Range


The range of a data set is the difference between the largest number in the set and the smallest number in the set. For example, the range of the data from Commute A is 46 − 26 = 20 minutes, while the range of the data from Commute B is 41 − 34 = 7 minutes. Range offers a second opportunity to compare the data sets. Comparing the ranges shows that the data from Commute A is more spread out than the data from Commute B.


Range is another summary statistic, and it captures something different about the data than the mean does. The mean measures the central tendency of a data set, that is, what the center of the data set looks like. The range measures the dispersion, or spread, of a set of data. These two different kinds of summary statistics form a powerful combination. Knowing where the center is as well as how far the data extends gives you a lot of information about the nature of the data.




[image: images] PAINLESS TIP


A single statistic offers a single piece of information about a data set, so using different statistics together creates a fuller picture of the data. Depending on the nature of the data, just a few important pieces of information can be enough to tell you what you want to know.





Pairing these statistics with a visual representation of the data can make the information even clearer. The illustrations that follow are dot plots of the two data sets of commute times. A dot plot is a visual representation of the frequency of the data: for each data point in the data set, a dot is placed over its corresponding number. For example, there are two 30s in the data for Commute A, so there are two dots above the 30 in the dot plot on the left. Likewise, since there are four 37s in the data for Commute B, there are four dots above 37 in the dot plot on the right.
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Figure 1–1
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Figure 1–2


Visualizing data in plots and graphs is a great way to understand the data; you’ll learn about different ways to picture data throughout this book. Visualizations can also help put the summary statistics in context. For example, the mean is located near the center of each dot plot (an X has been added to indicate the location of the mean), so you can see where the “center” of the data is. Also, you can see that the dot plot for Commute A is much wider than the dot plot for Commute B, which is what the range tells you about the data.


So, how does the range help you answer the question “Which commute is better?” Comparing the means showed that Commute A is, on average, shorter than Commute B, but the larger range of the data for Commute A shows that there is more variation in those commute times than in the times for Commute B. With Commute A, you may have a commute of 26 minutes, which is much shorter than average, but you also might have a commute of 46 minutes, which is much longer than average. On average, you will probably get to work faster with Commute A than with Commute B, but there’s a chance you might get there very early or very late with Commute A.


With Commute B, your average commute time is slightly longer, but there’s less variation in your commute times. According to the data, the commute is never longer than 41 minutes or shorter than 34 minutes. These commute times are more steady and predictable.


Range gives you an idea of the variation in a data set (i.e., how much the data varies), but there are summary statistics that capture this variation more precisely. These are statistics that measure deviation.


Deviation


In everyday language, the word deviation is associated with being different from what is typical. In statistics, it has a similar meaning: a data point’s deviation from the mean is how far that number is from the mean of the data set. If you think of the center of the data set as its average, then deviation is a measure of how far from average a data point is.


For example, the first data point for Commute A is 32 minutes. Since the mean commute time is 35 minutes, the 32-minute commute differs from the mean commute by 3 minutes. This deviation can be computed by subtracting the data value from the mean: 35 − 32 = 3 minutes. You can also subtract the mean from the data value, but in this case, you get a negative number because the value is less than the mean: 32 − 35 = −3 minutes. In statistics, you usually want to think of deviations as distances, so you want them to be positive numbers. Taking the absolute value of the deviation will guarantee that your deviations are never negative.


The absolute value of a number is its distance to 0. For example, the distance from 7 to 0 is 7, so the absolute value of 7, denoted│7│, is 7. Similarly, the distance from –3 to 0 is 3, so the absolute value of –3, or│−3│, is 3. In short, the absolute value of a number is what you get when you ignore its sign.


In the case of the data point 32, the absolute value of the deviation is 3, so it doesn’t matter if you compute it as |32 − 35| = |−3| = 3 or |35 − 32| = |3| = 3.


This is an example of computing the deviation of an individual data point, but you can also measure the deviation of an entire data set. The trick is to compute all the individual deviations and then find their mean. This statistic is called the mean absolute deviation (MAD), which measures the average distance to the mean in a data set. It is also simply called the mean deviation.


To compute the mean absolute deviation for a data set, follow these painless steps.




Step 1:Compute the mean of the data set.


Step 2:Calculate the absolute value of each individual data point’s deviation from the mean. This will form a new data set.


Step 3:Compute the mean of this new data set of deviations.





For example, to compute the mean absolute deviation of the data set from Commute A, recall that the mean is 35, so you’ve already completed the first step. Next, you need to calculate the absolute value of each individual data point’s deviation from the mean.




32, 43, 26, 27, 42, 30, 42, 44, 31, 30, 27, 46


Commute A Data





The deviation for the first data point is 35 − 32 = 3; for the second point, it’s 35 − 43 = −8 (which you take the absolute value of to get |−8| = 8); for the third point, it’s 35 − 26 = 9; and so on. This yields a new set of numbers—the deviations from the mean of the original set:




3, 8, 9, 8, 7, 5, 7, 9, 4, 5, 8, 11





Finally, find the mean of this new data set. To do so, add up all the individual deviations, and then divide by the number of deviations:
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Thus, the mean absolute deviation of the data from Commute A is 7 minutes. As with the mean of this data set, the unit of mean absolute deviation is also minutes, since all the individual deviations are measured in minutes and the sum is divided by a pure number.


The mean deviation says that, on average, a data point is 7 minutes away from the mean. So in Commute A, the average commute time is 35 minutes, but also on average, a commute will take 7 minutes, more or less, than 35 minutes.


This can sound confusing at first: is the average commute time 35 minutes, or 35 − 7 minutes, or 35 + 7 minutes? Remember, however, that the two statistics measure different features of the data. The mean says that the center of the data is at 35, but not every commute will be 35 minutes long. The commute times are spread out around the center, and the mean deviation measures that spread.


Just as means provide a useful way to compare and contrast two data sets, so do mean deviations. Here’s the data for Commute B, this time ordered from least to greatest.




34, 35, 36, 36, 37, 37, 37, 37, 39, 39, 40, 40, 41, 41, 41


Commute B Data





The mean of this data set, as calculated earlier in this chapter, is 38. So the next step in computing the mean deviation is calculating the absolute value of the difference between each data point and 38:




4, 3, 2, 2, 1, 1, 1, 1, 1, 1, 2, 2, 3, 3, 3





Finally, compute the average of these individual deviations, which is
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So, the mean absolute deviation of the data set for Commute B is 2 minutes, which is considerably less than the mean deviation for Commute A. What does that say about the data? With Commute A, since the average deviation from the mean is 7 minutes, it would not be unusual for a commute to take around 35 + 7 = 42 minutes. With Commute B, however, such a long commute would be much less likely, even though the average commute time is longer. This is because with Commute B, the average deviation from the mean of 38 minutes is only 2 minutes.


Notice that this all fits with the visualization of the data from the dot plots. For Commute A, the spread of the data around the mean is much wider, while for Commute B, the data is clumped together closer to its mean. This spread around the mean is what deviation is meant to represent, and mean absolute deviation is a simple statistic for capturing this characteristic of the data. In Chapter 3, you’ll learn about a more common way to measure the deviation of a data set, the standard deviation. Calculating standard deviation is a little more complicated than calculating mean deviation, but the idea is exactly the same: it’s just a way to measure how far, on average, data is from the center.




[image: images] BRAIN TICKLERSSet # 2




1.Compute the mean absolute deviation of each of the following data sets.


a.10, 20, 30, 40, 50, 60, 70, 80, 90, 100


b.17, 27, –14, 3, 0, –25, –28, –3, 32


c.5, 5, 5, 5, 5, 5, 5, 5


2.Construct a data set with n = 10, a mean of 20, and a MAD of 0.


3.Construct a data set with n = 10, a mean of 20, and a MAD of 3.


4.Suppose the MAD of a data set is 5 and that one of the data points has an individual deviation of 1. Explain how you know that some other data point must have an individual deviation greater than 5.


(Answers are on page 14.)








Interpreting Data


After recording a few weeks’ worth of commute data and computing some summary statistics, what can you do with all this information? One obvious answer is that you can use it to decide which commute you should use to get to work in the future. Assuming future commutes are similar to past commutes, you can use the data you’ve collected and analyzed to draw inferences about what future commutes will be like and then make decisions based on those inferences. This is an example of a very common application of statistics, that is, trying to understand a large set of data (a data set of all possible commute times) by studying a small sample of the data (like your commute times from the past few weeks). You’ll learn more about this kind of sampling and inference making later in this book.


If the goal is to make an inference, then which commute is better? Ultimately, that’s up to you to decide, but summary statistics like mean and deviation have helped clarify the answer for you. Would you rather have a commute that is, on average, shorter but less predictable (like Commute A), or would you rather have a commute that is, on average, longer but more predictable (like Commute B)? As is often the case in statistics, there isn’t necessarily a right or wrong answer. If you don’t like surprises, you might choose the more predictable Commute B. If you’re willing to risk occasionally being late for a shorter-on-average commute, you might choose Commute A. What works best for you depends on your needs and preferences.


Another reason statistics rarely provide clear right or wrong answers is that there’s always more to the story than what your data tells you. When you apply statistics to study data, you may find that there are often other factors that haven’t been accounted for. What hasn’t been considered in analyzing these two commutes? Well, different commuting methods may have different costs. A person might have good reason to avoid multiple train transfers or long walks outside. Maybe there’s a big penalty for being late or a big reward for being early. As useful as statistics like the mean and deviation are in comparing these two commutes, there’s a lot of information they don’t capture about the situation. It’s important to remember that when you are interpreting data and drawing conclusions.


The data you collect and the statistics you choose to compute will always tell only part of the story. Choosing to work with some data (like commute times) and ignoring other data (like commute prices) impacts the kinds of analysis you can do and the kinds of conclusions you can safely draw. Replacing a large data set for a few statistics is a good trade in that it makes analyzing data more convenient, but it invariably leaves out some information. It’s important to always be mindful of those choices, and those trade-offs, when working with data.




[image: images] REMINDER


Every choice you make in statistics, from what data you collect to what techniques you apply, leaves some information behind. Math is often seen as a right-or-wrong discipline, but when you apply statistics to analyze data, conclusions are rarely clear-cut.





The commute times example illustrated how a few simple statistics can help you make sense of data. Knowing about the center and spread of a data set can help you make an informed decision about your morning commute, your investment opportunities, and much more. Throughout this book, you’ll learn many more techniques for organizing, representing, analyzing, and interpreting data and for applying statistics the painless way.




[image: images] BRAIN TICKLERSSet # 3




1.Suppose you want to invest your money in an automobile company, and you decide to buy stock in whichever company has the highest stock price. Why might stock price not be the best data to focus on?


2.High schools are often ranked and compared based on the number of students who take Advanced Placement courses. What information might not be captured when focusing on this particular data?


3.If you wanted to use statistics to better understand your family’s eating habits, what kinds of data might you collect?


(Answers are on page 15.)








Brain Ticklers—The Answers


Set #1, page 5




1.a. 28.5


b.1


c.5


2.There are many possible sets you could create. Examples include: {8, 9, 10, 11, 12}; {0, 0, 0, 0, 50}; {10, 10, 10, 10, 10}.


3.105


4.If all the numbers in the data set were less than 100, then the mean of the data set would have to be less than 100. So, if one number in the data set is less than the mean, some number in the data set must be greater than the mean for the data set to “average out” to 100.





Set #2, page 11




1.a. 25


b.16 [image: ] or 16.67


c.0


2.{20, 20, 20, 20, 20, 20, 20, 20, 20, 20}


3.There are several possibilities. Examples include: {17, 17, 17, 17, 17, 23, 23, 23, 23, 23} and {15, 16, 17, 18, 19, 21, 22, 23, 24, 25}.


4.MAD is the average deviation from the mean, so MAD is itself an average. If all the individual deviations were less than 5, the mean of those deviations would be less than 5. Therefore, if the mean of those deviations is 5 and one of the individual deviations is less than 5, then at least one individual deviation must be greater than 5.





Set #3, page 13




1.Stock price may not be the best indicator of the overall worth of a company. Different companies issue different amounts of stock, so stock price alone doesn’t indicate the total value of a company. Plus, when it comes to investing, it might be more important to know things like how much revenue a company generates, how much debt it owes and if the stock pays dividends, among many other factors.


2.This particular data ignores other advanced, but non-AP, courses students might be taking. It also ignores the different kinds of opportunities that are available to students, such as in the arts, sports, or technical trades.


3.For this type of analysis, there are dozens of characteristics you could collect data about. Examples include how much money is spent on groceries per week, how much money is spent at restaurants, the average amount of calories per meal, the number of calories from vegetables, the number of meals and snacks per day, and so on.












Chapter 2


Data and Representations


Statistics is all about working with data, so you need to understand what data is. In this chapter, you’ll learn about different types of data and how to work with them. You’ll also learn about different ways of visualizing and representing data, which can help make analyzing and interpreting data painless.


Types of Data


Data is information. The information can be about people, places, or processes, and it can come in the form of numbers or characteristics. All these different kinds of information are different types of data, and there are two important types of data you should be familiar with.


Quantitative Data vs. Categorical Data


The data sets that were discussed in Chapter 1 were commute times, so the data came in the form of numbers. That is an example of quantitative data. Quantitative data is numeric information, like times, heights, prices, and test scores. This is a very common type of data in the application of statistics, and most of the examples you’ll see in this book involve quantitative data.


However, data isn’t always quantitative. Suppose that, instead of recording how long their daily commute is, you asked people the method they use to commute to work each day. In this scenario, the information you’re looking for isn’t a number; it’s a mode of transportation (by car, by bus, by bike, and so on). This is an example of categorical data. Categorical data indicates the category, or categories, individuals belong to.


Even though categorical data isn’t necessarily quantitative in nature, you can still use numbers to help understand it. For example, you might represent this categorical data in a table.
















	

Commute Method




	

Percentage









	

Car




	

32%









	

Bus/Train




	

40%









	

Bike




	

16%









	

Walk




	

12%












A table is a way to represent the information and is helpful in understanding and interpreting the data. The table above, for example, shows what percentage of individuals fall into each category. You’ll learn other ways to represent categorical data later in this chapter.


Whether the data is quantitative or categorical, it’s always important to understand who the information is about. Data often describes people, but it can also describe objects or things (such as products, countries, or organizations). These objects or things are referred to as the individuals described by the data. When you encounter data, you should always ask the question, Who is being described by the data? Here’s a simple example to get you thinking about the kinds of questions you should ask yourself when analyzing categorical data.


Example 1:


Refer to the following table, which represents some categorical data.
















	

Favorite Movie Type




	

Percentage









	

Action/Adventure




	

24%









	

Comedy




	
38%









	

Horror




	
14%









	

Romance




	
16%









	

Documentary




	
  8%












This data tells you about the kinds of movies people like, but you should ask yourself, Who were the individuals being asked about their favorite movie type? What this data means, and how it can be used, depends on the answer to this question. If this information came from American high school students, you might draw one conclusion from the data, but if it came from Canadian grandparents, you might draw a different conclusion.


Knowing who the data represents is part of understanding how the data is defined. Each characteristic captured in data is a variable, and it is very important to understand exactly what defines a variable. In the example from Chapter 1, does commute time start when you walk out your front door, or does it start when you step on the train? When it comes to commute type, does working from home count as walking to work? When discussing movie preferences, is Thor: Ragnarok considered an action movie or a comedy? Understanding the details of your data is essential to making proper sense of it.




[image: images] PAINLESS TIP


When you start working with a data set, make sure you understand which individuals are described by the data and how the variables that make up the data are defined.





Populations and Samples


Sometimes when working with data, you collect all the information that exists about a subject and use statistics to analyze and study it. Usually, though, you can’t actually collect all the data about a particular subject because there’s just too much of it. In these situations, you instead study samples of data.


Imagine you are interested in understanding the movie preferences of all American adults. It isn’t possible to ask every single American adult about movie preferences, so instead you might ask a small group of people what their preferences are. The goal is to use statistics to understand the smaller data set in hopes of understanding the larger one. In this situation, the smaller group is called a sample, and the larger data set that the sample comes from is the population. The data points you look at are observations. Similar to how a zoologist might observe a small group of wild animals to understand how the entire population behaves, you can think of each data point or sample as an observation of what an individual’s movie preferences are.




[image: images] CAUTION—Major Mistake Territory!


A population and a sample are not one and the same! If you are working with the entire set of data, that’s the population. If you are working with a smaller set of data that represents the population, that’s a sample. It’s always important to distinguish between a population and a sample when applying statistical techniques.





Just as it’s important to understand who the data describes and how the data is defined, it’s equally important to understand where your samples came from. You’ll learn much more about using samples to understand populations in Chapter 8.


Numerical information that represents a sample is called a statistic. Numerical information that represents a population is called a parameter.




[image: images] BRAIN TICKLERSSet # 4




1.Is the following data quantitative or categorical?


a.The grade point averages of high school students


b.The political affiliation of adult American women


c.The available vacation days of federal employees


2.Consider a large corporation as a set of individuals to be studied. First, provide an example of a quantitative variable that relates to this set of individuals. Then, provide an example of a categorical variable for this set of individuals.


3.Suppose you were collecting data on the average amount of money held in savings accounts by Americans. What differences might you expect to see in the data if the individuals were American college students versus American adults between the ages of 45 and 55?


(Answers are on page 41.)








Representations of Data


Representing and visualizing data effectively is an important step toward understanding it. Here are some of most common and useful ways to represent data.


Pie Charts and Bar Charts


You can’t browse the Internet without encountering pie charts and bar charts. These graphs are simple ways of representing categorical data, and they help you compare categories to each other and to the whole.


In a pie chart, each “slice of pie” represents a category. Here’s an example that shows you what a pie chart representing categorical data looks like.


Example 2:


Recall the following data about commute methods.
















	

Commute Method




	

Percentage









	

Car




	

32%









	

Bus/Train




	
40%









	

Bike




	
16%









	

Walk




	
12%












Now, here’s that same data presented in a pie chart.


[image: ]


Figure 2–1. Method of Commute to Work


This pie chart helps you see that the amount of people who take the bus or train is comparable to the amount of people who drive a car. It also lets you easily see that those two categories cover almost three-quarters of all of the data. The vast majority of people represented here use one of those options to commute to work.


A bar chart is another way to visualize categorical data. A bar chart is a graph where the categories are listed across the horizontal axis and the height of each bar indicates the frequency of each category. The frequency could be given as a count or as a percentage.


Example 3:


Suppose a survey is conducted to determine how adult Americans get their news. Here’s a bar chart that shows the results of that survey.


[image: ]


Figure 2–2


The height of each bar indicates the number of survey respondents who get their news primarily through each category. This bar chart tells you that 50 respondents get their news primarily from websites, 36 respondents from social media, 90 respondents from TV, 16 respondents from radio, and 8 respondents from print. This is an example of count data since the bar graph shows the count of data points in each category.


The title of this bar chart includes n = 200, which indicates that a total of 200 American adults were surveyed. You can also determine this by adding together the counts, which are just the heights of the bars. In this example, 50 + 36 + 90 + 16 + 8 = 200. This works because each data point in the data set is in exactly one category.


Instead of showing raw counts, a bar chart can also show percentages. To find the percentage of data in each category, just divide the raw count in each category by the total number of values in the data set, which in this case is 200. Doing this changes each value from a frequency to a relative frequency. The height of each bar now shows the frequency of each value relative to the entire data set.


[image: ]


Figure 2–3


Notice that the overall shape of the bar chart is still the same as the one prior. Since you are dividing each count by the same amount, each bar is getting scaled by the same factor, so their relative sizes are unchanged. In a bar chart that indicates frequency, like this one, the heights of the bars will add to 1, or 100%.




[image: images] CAUTION—Major Mistake Territory!


A lot of errors are made because graphs and charts are mislabeled or misread. Make sure your graph and axes are labeled appropriately when making a visualization of data, and make sure you read carefully when interpreting one.





Dot Plots and Histograms


Bar charts and pie charts are useful in visualizing categorical data. For visualizing quantitative data, dot plots and histograms are the most commonly used graphs. Here’s an example that will walk you through these two important statistical tools.


Example 4:


Imagine that 1,000 Americans are randomly selected, and a data set of their ages (in years) is created. This initial data set is filled with 1,000 numbers from a minimum value of 1 (for infants age 1) to a maximum value of 99. (People do live to age 100 and beyond, and an infant could technically be 0 years old. However, to keep things simple, assume the lowest age is 1 and the highest age is 99.) With 1,000 data points ranging from 1 to 99, each age in the data set may appear many times. The number of times a particular value appears in a data set is called its frequency.


One way to represent this data visually is with a dot plot. Chapter 1 introduced some simple dot plots. In a dot plot, the different possible values the data can take are listed along the horizontal axis, and above each value, one dot is placed for every data point in the set that matches that value. Here’s a dot plot of the data set of the ages of 1,000 Americans.


[image: ]


Figure 2–4. Age of 1,000 Americans


The number of dots above each possible data value is equal to the frequency of that value in the set. For example, there are 17 dots above the 20 because age 20 appears 17 times in the data set. Notice that a dot plot shows count data.


You can also present this data as a frequency histogram. A frequency histogram is similar to a dot plot except that instead of stacks of dots, bars are used to indicate the frequency of each data value.


[image: ]


Figure 2–5. Age of 1,000 Americans


Like in a dot plot, the horizontal axis of the histogram lists all the values the data can take and the vertical axis represents the frequency with which each value occurs. In a histogram, the height of the bar indicates the frequency of that value. For example, the bar above 20 has a height of 17, which means the age 20 appears 17 times in the data set. Likewise, the bar for 90 has a height of 1, which means there is only one 90-year-old in the data set.




[image: images] PAINLESS TIP


A histogram looks like a bar chart, but the horizontal axis is a number line, which fixes the order of the bars. You can’t rearrange the bars in a histogram the way you can in a bar chart.





Dot plots and histograms are useful in showing how your data is distributed over the possible values it can take. The range of the data is represented along the horizontal axis, and the vertical axis shows how the data is dispersed from the minimum to the maximum value. In the age histogram, you can see that there are more younger people than older people represented in this data set because the bars at the left end are higher than the bars at the right end.


You can modify a histogram by grouping nearby data together into bins. For example, when considering the ages of 1,000 Americans, perhaps you are more interested in knowing how many people are in their 20s and 30s and so on, rather than knowing their exact ages. By grouping the data into bins, each bar in the histogram will represent a group of data values instead of a single data value. Choosing an appropriate bin size can make a histogram easier to interpret and analyze.




[image: images] PAINLESS TIP


The bins in a histogram typically have equal widths; otherwise, they might present a misleading picture of the data.





Here’s a histogram that shows the age of 1,000 Americans data grouped into bins of width 10.


[image: ]


Figure 2–6. Age of 1,000 Americans


The first bar in this histogram represents the first bin of width 10, which includes all the ages greater than or equal to 0 and less than 10. If the variable x represents age, the first bin contains all the ages x where 0 ≤ x < 10. The second bar in the histogram represents the second bin of width 10, which is all the ages 10 ≤ x < 20, the third bin is 20 ≤ x < 30, and so on. Depending on how the bins are defined, you might include the lower limit in the bin and exclude the upper limit, or vice versa. Either method is valid as long as each data point is only counted once. For example, you can’t have an age of 20 appearing in both the 10 to 20 bin and the 20 to 30 bin.


As with bar charts, if you add up the heights of the bars in a frequency histogram, you get the total number of data points in the data set. In this example, the height of each bar is the raw count of ages in that bin: 130 for the first bin, 140 for the second bin, and so on. When you add all these up, you get 1,000, the total number of ages in the data set.


Sometimes it’s useful to have a histogram that shows the percentages of data that appear in each bin instead of the raw counts. This is known as a relative frequency histogram. The height of each bar shows the frequency of the data relative to the size of the entire set. In a relative frequency histogram, the horizontal axis is the same (as that in a histogram that shows raw counts), but the vertical axis starts at zero and goes up to 1 (or 100%).




[image: images] REMINDER


In a frequency histogram, if the heights of the bars show counts, then the sum of the heights of all the bars is equal to the total size of the data set. In a relative frequency histogram, where the heights of the bars show percentages, the sum of the heights will equal 1, or 100%.





Here’s a relative frequency histogram of the ages data set.


[image: ]


Figure 2–7. Age of 1,000 Americans


In this relative frequency histogram, the first bar has a height of 0.13 because there are 130 ages less than 10 in the data set and [image: ]. In other words, 13% of the data lies in the first bin. The second bar has height 0.14 because it represents [image: ], or 14%, of the overall data, and so on. Relative frequency histograms are useful because they immediately put the data in context. The statement “13% of people are under age 10” is easier to interpret than “130 people are under age 10” because in order to make sense of the second statement, you would need to know how many total people are in the data set.


A percentage, like 54%, can also be written as a pure number, 0.54. That’s because “percent” means “out of one hundred.” Thus, 54% really means “54 out of 100,” which is [image: ] = 0.54. These two representations, frequency histograms and relative frequency histograms, are often used in statistics, so it’s important to be comfortable with both.


Now that you know how to analyze frequency histograms and relative frequency histograms, it’s important to learn how to create your own histograms. To create a histogram, follow these painless steps.




Step 1:List all the values your data can take along the horizontal axis, and label that axis with the name and unit of the data.


Step 2:Decide how you want to group the data, and choose an appropriate bin size. Determine the frequency for each bin.


Step 3:Label the vertical axis with counts (if you are plotting a frequency histogram) or percentages (if you are plotting a relative frequency histogram).


Step 4:Draw a bar over each value with the appropriate height.







[image: images] PAINLESS TIP


Many graphing calculators will plot histograms for you. If you are able to enter a list of data into your calculator, you can probably create a histogram by graphing it, so explore your calculator’s plotting and statistics capabilities. Remember, everyone uses calculators and computers when working with statistics. Don’t be afraid to use yours!





Example 5:


Imagine that a pair of six-sided dice was rolled 1,000 times and the sum of the two dice was recorded each time. To create a histogram of that data, you would first count the number of occurrences of each sum, which you could organize in a table like this.
















	

Sum of Two Dice




	

Number of Occurrences
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