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			PREFACE
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			Why do intelligent people believe conspiracy theories, even when they are utterly baseless? Why does false information spread and sometimes incite violence? What rights do human beings have? Do we have a right to education or health care? What makes people happy? Do animals have rights? Is there a right to marriage? If so, who gets to marry? Does the United States owe poor nations compensation for climate change? Amidst the most fundamental disagreements—not least on these questions—how can we proceed? And just who are minimalists and trimmers, anyway?

			Of the hundreds of academic articles I have written, the most controversial appear in these pages. Academic articles do not usually get a lot of attention, but many of the chapters here escaped anonymity. Some of them even achieved a modest degree of public notoriety. One reason is that on dozens of occasions, Glenn Beck, the television and radio personality, described me on national television as “the most dangerous man in America”—apparently because of the essays here, especially those involving Franklin Delano Roosevelt, conspiracy theories, and the rights of animals. I don’t know how many people actually read those papers, but I do know that they helped produce a lot of hate mail (and a few death threats).

			The unexpected notoriety was a product of the fact that from 2009 to 2012, I was privileged to serve as the administrator of the White House Office of Information and Regulatory Affairs (OIRA). The OIRA administrator is often called the nation’s “regulatory czar,” and while the United States has no czars, the administrator does have a good deal of authority. To get that particular job, you have to be nominated by the president and confirmed by the ­Senate. At least in the current period, the writings of Senate-confirmed presidential appointees are subject to intense scrutiny. And if someone with a lot of writing is fortunate enough to be confirmed, the scrutiny is likely to continue, certainly while he serves, and perhaps even after. I didn’t quite anticipate this. I certainly didn’t anticipate the degree of animosity that would be generated by some of the articles in this book.

			In many nations, rational people end up believing crazy things, including (false) conspiracy theories. Those crazy thoughts can lead to violence, including terrorism. Many terrorist acts have been fueled by false conspiracy theories, and there is a good argument that some such acts would not have occurred in the absence of such theories. The key point—and, in a way, the most puzzling and disturbing one—is that the crazy thoughts are often held by people who are not crazy at all.

			The essay on conspiracy theories was written in the aftermath of the attacks of 9/11, but the lessons are far more general. It was originally coauthored with Harvard law professor Adrian Vermeule, but it has been significantly revised and updated for this book. The focus is on threats—especially terrorist threats—that arise when people in other nations believe false conspiracy theories about the United States. Its central goal is to explore how information tends to spread, even to go viral, among like-minded people. And while some people think that the topic of conspiracy theories is narrow and specialized, the discussion bears on the spread of false information of many different kinds, not least in the internet era.

			A primary focus of the essay is “the crippled epistemology of extremism,” a brilliant phrase that I borrow from political scientist Russell Hardin. In my view, the idea of crippled epistemology is full of implications. All of us have, at least to some degree, a crippled epistemology, in the sense that there is a lot that we don’t know, and we have to rely on people we trust. We lack direct or personal ­evidence for most of what we think, especially about politics and government. We are often confident in what we believe, but we don’t have reason to be. Much of what we know can turn out to be badly wrong. Chapter 1 explores the mechanisms that account for this troubling fact, which is of great importance throughout the world. And while the central concern is how conspiracy theories spread—not what to do about them—there is a brief discussion of a possible approach, which is to counteract crippled epistemologies through “cognition infiltration,” an admittedly provocative (and, I confess,  probably unfortunate) term that is meant to refer to how truth ­tellers can dispel falsehoods.

			Somehow the argument of this essay, or some version of it, has gone viral, at least in certain circles. The irony is that the essay itself has been subject to the very mechanisms it explores about the spread of false information. Indeed, those mechanisms worked so directly and so precisely that many people contended, and apparently continue to believe, that while in government, I attempted to “implement” some of its alleged prescriptions. (I had no involvement with any such issues during my time in the Obama administration.)

			Here are some examples. The website Salon featured a lengthy essay entitled “Obama Confidant’s Spine-Chilling Proposal,” which said that I want to “ ‘cognitively infiltrate’ antigovernment groups.” One blog post about the essay was called “Got Fascism?” In fact, an entire book was written about the essay, Cognitive Infiltration: An Obama Appointee’s Plan to Undermine the 9/11 Conspiracy Theory. (As of this writing, the book has forty-one reviews on Amazon.com—all of them with perfect five-star ratings.) The essay has been seen as dangerous partly because it was read to suggest that I had a “plan” to infiltrate not only foreign organizations that believe the United States was responsible for the 9/11 attacks, and that seek to threaten our security, but also conservative organizations as a whole. (Of course, nothing could be further from my mind.)

			In 1944 President Franklin Delano Roosevelt proposed a Second Bill of Rights, including the rights to education, health care, Social Security, and a job (chapter 2). In my view, Roosevelt’s widely overlooked speech ranks among the very greatest of the twentieth century—and it has informed thinking about rights throughout the world. The enactment of the Affordable Care Act in 2010 might well be seen to reflect a significant part of Roosevelt’s vision. To be sure, politicians tend to be pragmatists, not philosophers, and they tend to see “rights” as pragmatic instruments for protecting important human interests. Roosevelt was not engaging with natural rights theories or Jeremy Bentham or Immanuel Kant. He was contending that government should respect, and try to foster, the rights to decent opportunity and to minimal security. In many respects, the United States has come to agree with him.

			But a lot of people hate the idea of a Second Bill of Rights. They think that it is inconsistent with American traditions and part and parcel of socialism, or worse. And it is true that many sensible questions can be raised about Roosevelt’s Second Bill. But the public reaction has not been limited to those questions. (A representative remark from Glenn Beck: “Why would they need a Second Bill of Rights . . . If government provides everyone jobs, pay, a home, and medical care, how would that work? Simple: communism.”)

			Cost-benefit analysis is now a deeply engrained part of American regulatory practice. In fact, it can be seen as part of the informal, unwritten constitution of the American regulatory state. Its central goal is to insure that before government acts, it has an understanding of the human consequences of its options—and that it selects the approaches most likely to benefit people. Cost-benefit analysis is an effort to discipline that endeavor.

			Nonetheless, cost-benefit analysis remains highly controversial, especially on the left. Behavioral economics—which attempts to study the behavior of real people, as opposed to the rational actors of economics textbooks—is also controversial, perhaps because it is taken to license certain forms of paternalism. Chapter 3 enlists behavioral economics on behalf of cost-benefit analysis. It is not easy to know the actual effects of regulatory policies, and many of our intuitions turn out to be wrong. Cost-benefit analysis can supply a crucial corrective.

			Some of the most exciting recent work in social science explores the nature of happiness, or subjective well-being. In Washington and elsewhere, this research is ridiculed. It shouldn’t be. We are learning a great deal, and what we are learning is important. We know, for example, that some apparently terrible losses are not as bad as we expect. If you lose the use of a finger, or even an ear or a limb, you’ll probably suffer a lot less than you anticipate (at least if you are not in pain). Human beings are able to adapt to many adverse events (and also to many good ones)—and we don’t anticipate our adaptation. By contrast, mental illness, physical pain, and unemployment create a great deal of suffering, and it is essential to try to reduce that suffering. Chapter 4 explores the implications of what we are learning for some issues in law and policy.

			Do animals have rights? In my view, almost everyone thinks so, at least in the limited sense that people agree that cruelty to animals is unacceptable and that animal suffering is not a matter of indifference. Civilized nations have anticruelty laws. To be sure, people argue intensely about the question whether, and in what sense, ­animals really ought to be thought to have “rights.” But extra­ordinarily large numbers of animals are treated cruelly, and made to suffer, in ways that are not easy to justify in moral terms. Reducing that cruelty and that suffering should be an important social goal. At least, that is the central claim of chapter 5.

			My work on the rights of animals struck an especially raw nerve—and actually endangered my chances at Senate confirmation. As I learned, the negative attention was partly a product of the desire of many people to attack anyone associated with the Obama administration. But many people have strong economic reasons to disparage and ridicule anyone who takes animal welfare seriously. At the same time, it must be acknowledged that the moral issues are difficult and that reasonable people disagree. One goal of chapter 5 is to disentangle the underlying concerns—to show where people differ and where they do not.

			The debate over same-sex marriage has raised an international debate over the nature of marriage as an institution. The whole idea of a “right to marry” raises many puzzles. Can three people, or four, or five, get married? Can people marry their aunts or their dogs? Why not? Chapter 6 explores these questions. In the process, it entertains the genuinely radical view that marriage should be privatized. Under this approach, states would not use the word marriage as such. Of course, private institutions could perform and recognize marriages, but governments would speak only of civil unions and contracts. Ultimately I reject the argument for privatizing marriage. But at the same time, I emphasize that, as long as marriage is a legal category, there is no good argument against allowing same-sex marriage.

			Chapter 7, coauthored with University of Chicago law professor Eric Posner, treats climate change as a serious threat, and it strongly urges the United States to do something about it. But the chapter is largely a sustained objection to the view that on grounds of justice, America should enter into a climate change agreement that is not in its best interest. In this respect, the chapter takes a hard line against an argument much favored by many people in poor nations—and also by many people who are greatly concerned about climate change. Nonetheless, the chapter does contend that it is a very good idea for wealthy countries to provide economic assistance to poor countries, not least because poor people can benefit a lot more from a few extra dollars than can wealthy people.

			In many religious institutions, sex discrimination is pervasive; it is part of the very fabric of some religious practices. If religious institutions are immunized from laws that forbid discrimination, there will be a lot of discrimination—a particular problem in view of the fact that religious institutions help to develop preferences and beliefs, and thus can inculcate discriminatory norms at an early stage. At the same time, religious liberty lies at the heart of free societies. Chapter 8 explores the question of how we should handle this difficult conflict.

			Throughout much of the twentieth century, political debates sharply divided those who believed in markets and those who believed in planning. Chapter 9 outlines problems in both approaches. It attempts to sketch an alternative—a New Progressivism—that is not only alert to the inadequacies of laissez-faire but also acutely aware of the many problems in government planning. It explores a number of routes (ranging from nudges to economic incentives to public-private partnerships) that might meet some of the distinctive challenges of the twenty-first century.

			The concluding chapters—for which I confess a particular fondness—are not about controversial questions. They address a basic problem that cuts across all such questions. The problem is this: How might human beings be able to talk, live, work, and govern together in the face of deep and apparently irreconcilable disagreements? One answer is provided by minimalists, who try to resolve the particular matter at hand without resolving other issues and without coming to terms with big theoretical disagreements (chapter 10). In a catchphrase, minimalists want to make it possible for people to settle questions where settlement is necessary, without making it necessary for people to settle questions where settlement is impossible.

			I can attest to the fact that in government, minimalism is extremely useful. It is sometimes both possible and desirable to bracket the largest questions and leave them for another day. Indeed, theoretical disputes are often not relevant within government itself, and so it is unnecessary to resolve them in order to move forward.

			If anything, the practice of trimming is even more useful in government, and I believe that it can be an important and productive practice in multiple domains (chapter 11). Unlike minimalists, trimmers do not want to leave questions undecided. On the contrary, they seek and even crave settlement and closure. But they want to resolve questions in a way that attends to, and preserves, the legitimate concerns of all sides. They do not want anyone to be excluded, ignored, or hurt. Trimmers might well seek to compromise, but if so, they typically seek solutions that incorporate the best arguments of those involved. In government, trimming is indispensable. Time and again, public officials disagree with one another. Most of them are both reasonable and informed. Of course, it is true that some of them are wrong. But even those who are wrong tend to have a legitimate concern, and the ultimate outcome ought to be designed in a way that addresses that concern.

			If I were writing the essays from scratch, they would not, of course, turn out the same. With respect to conspiracy theories, for example, I would now work a lot harder to clarify the prescription, so as to avoid the false impression that the idea of cognitive infiltration is meant to support efforts to spy on Americans who distrust their government. Civil liberties are a foundation of free societies, and while the essay was meant to take that point as an obvious background fact, it should have put the point firmly in the foreground. The focus of the essay is on serious terrorist threats abroad.

			With respect to animals, I would now write more cautiously—not so much to retreat from the basic suggestions as to indicate a clearer awareness of the trade-offs involved. And indeed, I have revised the original discussions for this volume, and in some cases softened or clarified them significantly, so as to correct possible misconceptions and to insure that they are not so far from what I now think. Nonetheless, I have not recast them in fundamental ways. If some of them are less cautious and qualified than the author would now be, well, it is not always clear that caution and qualification are improvements.

			But I do want to say something about the differences between the academic and public spheres. Those differences cannot be overstated. In government, officials tend to be extremely careful in their public remarks, whether oral or in writing. They are part of a team. As such, they should not and cannot speak freely. On the contrary, they must work with others, including those in communications, to make sure that their remarks are appropriate. It would not be ­acceptable for a high-level official to give a speech or to publish an article without going through a formal clearance process, to insure that what he says is consistent with administration policy. Many ideas that are legitimately part of public discussion are not legitimately ventured by administration officials, just because of their particular role.

			This was a great puzzle, and a source of frustration, to my friends in academic life and perhaps even more to my friends in journalism. While in government, I was invited to give academic workshops on various topics, including some of those explored in these pages. I had to decline. In fact, whether to decline may have been the easiest question I had to answer in government. A public official working in the Executive Office of the President cannot possibly give speculative speeches on conspiracy theories, Roosevelt’s Second Bill of Rights, or animal rights. Nor can such officials give some kind of academic workshop reflecting their current thinking. Such an enterprise would be a diversion from their job, which is to serve the public, and it could also be a distraction and positively harmful for others who are trying to do exactly that.

			Reporters frequently tried to ask me about some of the views expressed here; of course, I had to decline. It is extremely important for any administration to speak with one voice, especially because its members are working for the president. The need for caution is heightened by the fact that many people are both eager and able to characterize official remarks in the most provocative or uncharitable ways—or to use isolated sentences in order to suggest that some part of the government is moving in directions that are dangerous or daft. Unfriendly headlines can be produced in that way, thus producing an unwelcome distraction for government officials.

			There is a closely related point. In government, the term common sense is used a lot, and it is always a term of praise. Whatever their party, a lot of elected officials say, “I support common sense solutions.” No elected official proclaims, “I’m abandoning common sense on this one.” Unfortunately, common sense may turn out to be wrong or unhelpful. In deciding how to deal with air pollution from particulate matter, or whether to require refrigerators to be more fuel efficient, common sense may not exactly be irrelevant, but it won’t tell us a whole lot.

			Nonetheless, it is true that some combination of common sense and feasibility constrains what can be done in government. Public servants need to have humility; they need to know that they are, in the deepest sense, servants. A policy that plainly departs from commonsense will not easily get off the ground. (Any White House needs a communications team in part to help explain the relationship between its policies and common sense.) An idea that is not feasible—for economic or political reasons—is not worth a lot of discussion.

			In academic life, of course, common sense is not a constraint. If an academic article simply asserts common sense, or what most people already think, it probably shouldn’t be published. Who would learn anything from it? Today’s common sense is yesterday’s wild academic speculation. Of course, it might be useful for academics to defend common sense, or explain what lies behind it, or recount its history—but none of these should or will say something obvious. A goal of academic writing is to say something novel or illuminating, even or perhaps especially if it defies common sense. Whether or not anyone should act on the resulting ideas is another matter. In a well-functioning democracy, that question gets to be decided by a large number of officials. Some of them are minimalists, while others are trimmers, and all of them are chosen and checked by the public.
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			CONSPIRACY THEORIES

			Conspiracy theories are all around us. In August 2004, a poll by Zogby International found that 49 percent of New York City residents believed that officials of the US government “knew in advance that attacks were planned on or around September 11, 2001, and that they consciously failed to act.”1 In a Scripps-Howard poll in 2006, some 36 percent of respondents agreed that “federal officials either participated in the attacks on the World Trade Center or took no action to stop them.”2 Another 16 percent said that it was either very likely or somewhat likely that “the collapse of the twin towers in New York was aided by explosives secretly planted in the two buildings.”3

			 Among normally sober-minded Canadians, a September 2006 poll found that 22 percent believed that “the attacks on the United States on September 11, 2001, had nothing to do with Osama bin Laden and were actually a plot by influential Americans.”4 In a poll conducted in seven Muslim countries, 78 percent of the respondents did not believe that the 9/11 attacks were carried out by Arabs.5 The most popular account in these countries was that 9/11 was the work of the US or Israeli government.6

			In 2013, a poll in the United States found that 37 percent of Americans believe that climate change is a hoax and that 21 percent believe that the US government is hiding evidence of the existence of aliens.7 In China, a bestseller attributed various events (the rise of Adolf Hitler, the Asian financial crisis of 1997–98, and environmental destruction in the developing world) to the Rothschild banking dynasty. The analysis was apparently read and debated at high levels of business and government.8 In the aftermath of the explosions at the Boston Marathon in 2013, it was rumored that one of the bombers was an FBI informant and that the organizers of the marathon knew about the attacks in advance. Throughout American history, race-related violence has often been spurred by false rumors, generally pointing to alleged conspiracies by one group against another.9 And with the help of the internet, conspiracy theories can be made available to the world in an instant. There is even a Conspiracy Theories & Secret Societies for Dummies.

			What causes such theories to arise and spread? Are they important and even threatening, or merely trivial and even amusing? What, if anything, can and should government do about them? The principal goal of this chapter is to sketch some psychological and social mechanisms that produce, sustain, and spread conspiracy theories. An understanding of those processes helps to identify the circumstances in which such theories should be taken seriously and may warrant some kind of official response.

			The main (though far from exclusive) focus involves conspiracy theories relating to (and helping to inspire) terrorism, including theories that are connected with or postdate the 9/11 attacks. These theories exist within the United States and, even more virulently, in foreign countries, especially Muslim nations. The existence of both domestic and foreign conspiracy theories is no trivial matter; they can help give rise to serious risks, including risks of violence. While terrorism-related theories are hardly the only ones of interest, they provide a crucial testing ground.

			While most people do not accept false conspiracy theories, they can nonetheless hear the voice of their inner conspiracy theorist, at least on occasion. As we shall see, conspiracy theorizing is, in a sense, built into the human condition. As we shall also see, an understanding of conspiracy theories has broad implications for the spread of information and beliefs. Many erroneous judgments, including those that play an important and damaging role in the political arena, are products of the same forces that produce conspiracy theories.

			If we are able to see how conspiracy theories arise, we will understand the dynamics behind the dissemination of false rumors and false beliefs of many different kinds. And if we are able to understand how to counteract such theories, we will have some clues about how to correct widespread falsehoods more generally—and about why some efforts at correction fail while others succeed.

			DEFINITIONS AND MECHANISMS

			There has been much discussion of what, exactly, counts as a conspiracy theory, and about what, if anything, is wrong with those who believe one. Let us bracket the most difficult questions here and suggest more pragmatically that a conspiracy theory can be counted as such if it is an effort to explain some event or practice by referring to the secret machinations of powerful people who have also managed to conceal their role.

			Consider, for example, the following beliefs, which have found varying degrees of acceptance in different communities:

			• the US Central Intelligence Agency (CIA) was responsible for the 1963 assassination of President John F. Kennedy;

			• doctors deliberately manufactured the AIDS virus;

			• the 1996 explosion and crash of TWA Flight 800 off the coast of Long Island was caused by a US military missile;

			• the theory of climate change is a deliberate fraud;

			• civil rights leader Dr. Martin Luther King Jr. was killed by federal agents in 1968;

			• the 2002 plane crash that killed Paul Wellstone, the liberal Democratic senator from Minnesota, was engineered by Republican politicians;

			• the Apollo 11 moon landing was staged and never actually occurred;

			• the Rothschilds and other Jewish bankers have been responsible for the deaths of presidents and for economic distress in Asian nations;

			• the Great Depression was a result of a plot by wealthy people to reduce workers’ wages.

			Some conspiracy theories have, of course, turned out to be true. The Watergate hotel room used by the Democratic National Committee was, in fact, bugged by Republican officials in 1972, operating at the behest of the White House. In the 1950s and 1960s, the CIA did, in fact, administer drugs such as LSD under Project MKULTRA in an effort to investigate the possibility of “mind control.” Also during the Cold War, Operation Northwoods, a rumored plan by the US Department of Defense to simulate acts of terrorism and blame them on Cuba, really was proposed by high-level officials (though the plan never went into effect). In 1947, space aliens did, in fact, land in Roswell, New Mexico, and the government covered it all up. (Well, maybe not.)

			An important clarification: the focus throughout this chapter is on demonstrably false conspiracy theories, such as the various 9/11 conspiracy theories, not ones that are or may be true. The ultimate goal is to explore how public officials might undermine false theories, and true accounts should not be undermined.

			Within the set of false conspiracy theories, it is also important to limit the scope to potentially harmful theories. Not all false conspiracy theories are harmful. Consider the false conspiracy theory, held by many younger members of our society, that a secret group of elves, working in a remote location under the leadership of the mysterious “Santa Claus,” makes and distributes presents on Christmas Eve. This theory turns out to be false but is itself instilled through a widespread conspiracy of the powerful—parents—who conceal their roles in the whole affair. (Consider, too, the Easter Bunny and the Tooth Fairy.) Unfortunately, not all conspiracy theories are equally benign.

			Conspiracy theories generally attribute to certain agents extraordinary powers: to plan, to control others, to maintain secrets, and so forth. Those who believe that those agents possess such powers are especially unlikely to give respectful attention to debunkers, who, in their eyes, may, after all, be agents or dupes of those responsible for the conspiracy in the first place. Because debunkers are untrustworthy, the simplest governmental technique for dispelling false (and also harmful) beliefs—providing credible information—may fail to work for conspiracy theories. This extra resistance to correction through simple techniques is part of what makes conspiracy theories distinctively worrisome.

			A broader point is that conspiracy theorists typically overestimate the competence and discretion of officials and bureaucracies, which are assumed to be capable of devising and carrying out sophisticated secret plans—despite abundant evidence that in open societies, government action does not usually remain secret for very long. Consider all the work that must be done to hide and cover up the government’s role in orchestrating a terrorist attack on its own territory or in arranging to kill political opponents. In a closed society, secrets are far easier to keep, and distrust of official accounts makes a great deal of sense. In such societies, conspiracy theories are both more likely to be true and harder to disprove in light of available information. But when the press is free, and when checks and balances are in force, government cannot easily hide its conspiracies for long.

			These points do not mean that it is impossible, even in free societies, for conspiracy theories to be true; we have seen some counterexamples. But it does mean that institutional checks make it unlikely, in such societies, that powerful groups can keep dark secrets for extended periods, at least if those secrets involve important events.

			A further question about conspiracy theories—whether true or false, harmful or benign—is whether they are justified. ­Justification and truth are different issues; a true belief may be unjustified, and a justified belief may be untrue. I may believe, correctly, that there are fires within the earth’s core, but if I believe it because the god Vulcan revealed it to me in a dream, my belief is unjustified. Conversely, the false belief in Santa Claus is justified, because children generally have good reason to believe what their parents tell them and follow a sensible heuristic (“If my parents say it, it is probably true”); when children realize that Santa is the product of a widespread conspiracy among parents, they have a justified and true belief that a conspiracy has been at work.

			Are conspiracy theories generally unjustified? Under what conditions? Here there are competing accounts and many controversies in epistemology and analytic philosophy. It is unnecessary to take a final stand on the most difficult questions here, in part because the relevant accounts need not be seen as mutually exclusive; each accounts for part of the terrain. A brief review of the possible accounts will be useful for later discussion.

			The philosopher Karl Popper famously argued that conspiracy theories overlook the pervasive unintended consequences of political and social action; they assume that all consequences must have been intended by someone.10 The basic idea is that many social outcomes, including large movements in the economy, occur as a result of the acts and omissions of many people, none of whom intended to cause those effects. The Great Depression of the 1930s was not self-consciously engineered by anyone; increases in the unemployment or inflation rate, or in the price of real estate or gasoline, may reflect market pressures rather than intentional action. Nonetheless, there is a pervasive human tendency to think that effects are caused by intentional action, especially by those who stand to benefit (the maxim “Cui bono?”), and for this reason, conspiracy theories have considerable but unwarranted appeal. On one reading of Popper’s ­account, those who accept conspiracy theories are following a sensi­ble ­heuristic, to the effect that consequences are intended; that heuristic often works well, but it also produces systematic ­errors, especially in the context of outcomes that are products of social ­interactions among numerous people.

			Popper captures an important feature of some conspiracy theories. They have appeal in light of the attribution of otherwise inexplicable events to intentional action, and of some people’s unwillingness to accept the possibility that significant bad consequences may be a product of invisible-hand mechanisms (such as market forces or evolutionary pressures) or of simple chance rather than of anyone’s plans. A conspiracy theory posits that a social outcome reflects an underlying intentional order, overlooking the possibility that the outcome arises from either spontaneous order or random forces.

			Popper is picking up on a still more general fact about human psychology, which is that most people do not like to believe that significant events were caused by bad (or good) luck, and much prefer nonarbitrary causal stories. Note, however, that the domain of Popper’s explanation is quite limited. Many conspiracy theories, including those involving political assassinations and the attacks of 9/11, point to events that are indeed the result of intentional action. The conspiracy theorists go wrong not by positing intentional actors but by misidentifying them.

			A broader point is that part of what makes (unjustified) conspiracy theories unjustified is that those who believe them must also have a kind of spreading distrust of all knowledge-producing institutions, in a way that makes it difficult for them to believe anything at all.11 To believe, for example, that the US government destroyed the World Trade Center and then covered its tracks requires an ever-widening conspiracy theory in which the 9/11 Commission, congressional leaders, the Federal Bureau of Investigation (FBI), and the media were either participants in or dupes of the conspiracy. But anyone who believed that would undercut the grounds for many of his other beliefs, which are warranted only by trust in the knowledge-producing institutions created by government and society. How many other things must not be believed, if we are not to believe something accepted by so many diverse actors?

			There may not be a logical contradiction here, but conspiracy theorists might well have to question a number of propositions that they seem willing to take for granted. Why reject so many of the claims and judgments supplied by knowledge-producing institutions while accepting the rest? As Robert Anton Wilson notes of the conspiracy theories advanced by Holocaust deniers, “a conspiracy that can deceive us about 6,000,000 deaths can deceive us about anything, and [then] it takes a great leap of faith for Holocaust Revisionists to believe World War II happened at all, or that Franklin Roosevelt did serve as President from 1933 to 1945, or that Marilyn Monroe was more ‘real’ than King Kong or Donald Duck.”12 Consider in this light the words of Oliver Stone, director of the conspiracy-focused film JFK: “I’ve come to have severe doubts about Columbus, about Washington, about the Civil War being fought over slavery, about World War I, about World War II and the supposed fight against Nazism and Japanese control of resources . . . I don’t even know if I was born or who my parents were.”13

			This is not a claim that conspiracy theories are always wrong or unwarranted. We have seen that some such theories are true. But if knowledge-producing institutions are generally trustworthy, in part because they are embedded in an open society with a well-functioning marketplace of ideas and a free flow of information, then conspiracy theories will usually be unjustified. On the other hand, citizens of societies with systematically censored, malfunctioning, biased, or skewed institutions of knowledge—say, people who live in an authoritarian regime lacking a free press—may have good reason to distrust all or most of the official denials they hear. For these individuals, conspiracy theories will more often be justified, whether they are true or not. (And because of the absence of democratic safeguards, they will more often be true as well.)

			Likewise, people living in isolated groups or networks who are exposed only to skewed information will more often hold conspiracy theories that are false but nonetheless justified given their limited information. Most of us have direct or personal knowledge of very few of the facts that we firmly believe. We do not know, from direct personal knowledge, that the Earth is round; or that Mars exists; or that William Shakespeare, Christopher Columbus, and Babe Ruth really lived; or that matter is composed partly of electrons. Most of what we know comes from other people’s statements, beliefs, and actions. When those in isolated groups or social networks accept conspiracy theories, they may be accepting—simply and not unreasonably—everyone else’s beliefs. Even Holocaust deniers might be considered in this light. When isolated groups operate within a society that is both wider and more open, their theories may be unjustified from the standpoint of the wider society but justified from the standpoint of the group (so long as it maintains its isolation). In these situations, the problem for the wider society is to breach the informational isolation of the small group or network.

			These points help to explain a central feature of conspiracy theories, which is that they tend to be extremely resistant to correction, certainly through direct denials or counterspeech by government officials. Conspiracy theorists believe that the agents of the conspiracy have unusual powers, so that apparently contrary evidence can be seen as a product of the conspiracy itself. The self-sealing quality of conspiracy theories creates severe practical problems for those who seek to dispel them, including government. Direct attempts to dispel the theory are often folded into the theory as just one more ploy by powerful machinators to cover their tracks. On this count, the creativity and inventiveness of conspiracy theorists should not be underestimated.14

			A denial might even be taken as a confirmation, and the ­evidence mustered on behalf of the denial might be seen as corroborative rather than contradictory. A few years ago, for example, both liberals and conservatives were provided with apparently credible ­information showing that the administration of President George W. Bush was wrong to conclude that Iraq had an active unconventional weapons program. Yet after receiving the accurate information, conservatives became even more likely to believe that Iraq possessed such weapons and was seeking to develop more.15 (Liberals are no less subject to this general effect.)

			When someone denies one of your strongest commitments, you might respond by holding it more fiercely. One reason involves your motivations. If you believe something deeply, you might well have a strong emotional commitment to it and hold on to it even more intensely if it is attacked. Another reason is that if you think that you have strong reasons for a belief, a denial might seem corroborative. If you are highly suspicious, the very effort to deny the commitment suggests that it is likely to be true. Why else would people bother to deny it?

			HOW CONSPIRACY THEORIES ARISE AND SPREAD

			Conspiracist Propensities and Crippled Epistemologies. Why do people accept conspiracy theories that turn out to be false and for which the evidence is weak or even nonexistent? It is tempting to answer in terms of individual pathology. Perhaps conspiracy theories are a product of mental illness, such as paranoia or narcissism. And indeed, there can be no doubt that some people who accept conspiracy theories are mentally ill and subject to delusions. But we have seen that in many communities, and even in nations, such theories are widely held. It is not plausible to suggest that all or most members of those communities are afflicted by mental illness. The most important conspiracy theories are hardly limited to those who suffer from any kind of psychological pathology.

			Putting pathology to one side, evidence does suggest the existence of stable differences in people’s propensity to accept conspiracy theories.16 The best predictor of whether people will accept a conspiracy theory appears to be whether they accept other conspiracy theories. Those who accept one such theory (for example, that the FBI killed Martin Luther King Jr.) are especially likely to accept others (for example, that climate change is a hoax). Most striking, researchers have found that “this tendency even extends to beliefs in mutually contradictory conspiracy theories, and to beliefs in fully fictitious conspiracy theories. Thus, those who believe that Princess Diana faked her own death are also more likely to believe that she was murdered; those who believe in ‘real-world conspiracy theories’ (i.e., that John F. Kennedy fell victim to an organized conspiracy) are more likely to believe that there was a conspiracy behind the success of the Red Bull energy drink—a conspiracy theory that was purposely developed for a social psychology study.”17

			Some people do show an unusually strong inclination to accept conspiracy theories. Peculiar as it is, the willingness to accept contradictory conspiracy theories is especially suggestive of this inclination, as reflected in the remarkable finding that those people who believe that Osama bin Laden was already dead at the time when US special forces raided his compound in Pakistan are also more likely to believe he is still alive.18 Some people appear to hold a broad view of the world according to which the authorities are engaged in conspiracies; accounts that fit with that view of the world are appealing even if they contradict each other. On this account, “conspiracism [is] a coherent ideology, rather than as a cluster of beliefs in individual theories.”19 In other words, a willingness to believe in conspiracy theories is the master concept, organizing particular beliefs. (As we will shortly see, however, conspiracists are made, not born.)

			In fact, there is evidence that those who believe that a particular scientific finding is made up, and actually a product of a conspiracy, are more likely to have the same view about other scientific findings.20 Suppose that certain people believe that the moon landings never happened and were faked by NASA. Those people are especially likely to believe that climate change is a hoax as well. Indeed, conspiracist thinking in areas that have nothing to do with science (reflected, for example, in the view that the FBI was involved in the killing of Martin Luther King Jr.) predicts the rejection of scientific findings as a product of conspiracies. Intriguingly, those who believe in conspiracy theories have been found to be more willing to conspire themselves.21

			Is it possible to say more about the characteristics that lead people to accept such theories? We do not have full answers, but research suggests that conspiracist thinking is especially likely to appeal to people who are cynical about politics, who have lower self-esteem, and who are generally defiant of authority.22 Causation works both ways. Those who believe in conspiracy theories become less likely to engage in politics.23

			For present purposes, however, the most useful way to understand the pervasiveness of conspiracy theories is to examine how people come to acquire their beliefs. In some domains, people suffer from what Professor Russell Hardin has called a crippled epistemology, in the sense that they know relatively few things, and what they know is wrong.24 Many extremists fall in this category. Their extremism stems not from irrationality but from the fact that they have little relevant information, and their extremist views are supported by what little they know. Conspiracy theorizing often has the same feature. For instance, those who believe that Israel was responsible for the 9/11 attacks, or that the CIA killed President Kennedy, may well be responding quite rationally to the informational signals that they receive.

			Consider here the suggestive claim that terrorism is more likely to arise in societies that lack civil rights and civil liberties.25 If this is so, it might be because terrorism is not abstract violence but an extreme form of political protest. When people lack the usual outlets for registering their protest, they resort to violence. A contributing factor is that when civil rights and civil liberties are restricted, little information is available, and the information that comes from government cannot be trusted. In those circumstances, conspiracy theories are more likely to spread, and terrorism is more likely to arise.

			Rumors and Speculation. Some conspiracy theories seem to bubble up spontaneously, appearing roughly simultaneously in some or many different social networks. In such cases, they may be a response to specific disturbing events, to general or localized economic or social distress, or to real or apparent injustice. Others are initiated and spread quite intentionally by conspiracy entrepreneurs, who may play a large role in the spread of conspiracy theories, and who profit directly or indirectly from propagating their preferred theories.

			One example in the latter category is the author of the Chinese bestseller mentioned earlier. Another is the French author Thierry Meyssan, whose book 9/11: The Big Lie became a bestseller and a sensation for its claim that the destruction at the Pentagon on 9/11 was caused by a missile fired as the opening salvo of a coup d’état by the military-industrial complex rather than by American Airlines Flight 77. (In the context of the 9/11 attacks, there are many other examples.)

			Some conspiracy entrepreneurs are entirely sincere; others are interested in money or fame, or in achieving some general social goal. In the context of the AIDS virus, a diverse set of people have initiated rumors, many involving conspiracies, and, in view of the confusion and fear surrounding that virus, several of those rumors spread widely.26 Even for conspiracy theories ventured by conspiracy entrepreneurs, the key question is why some theories take hold, while many more vanish into obscurity. There are plausible answers to that question, but a great deal may depend on random and unpredictable factors, including who says what to whom, and exactly when.27 The success or failure of conspiracy theories, like that of rumors in general, is far from preordained.

			Whenever a crisis or tragedy occurs, rumors and speculation are inevitable. Most people are not able to know, on the basis of personal or direct knowledge, why an airplane crashed, or why a leader was assassinated, or why a terrorist attack succeeded, or why an economy suddenly ran into terrible trouble. In the aftermath of such an event, numerous speculations will be offered, and some of them will likely point to some kind of conspiracy. To some people, those speculations will seem plausible, perhaps because they provide a suitable outlet for outrage and blame, or because the speculation is in some sense gratifying or fits well with other deeply rooted beliefs, or because the absence of an explanation is disturbing. Terrible events produce outrage, and when people are outraged, they are all the more likely to seek causes that justify their emotional states, and also to attribute those events to intentional action.

			It is important to see that preexisting inclinations and beliefs are key to the success or failure of conspiracy theories. To the extent that some people show a propensity to believe such theories, they will be drawn to them even on the basis of highly speculative accounts. Some people would find it impossibly jarring to think that the FBI was behind the assassination of Martin Luther King; that thought would unsettle too many of their other judgments. Others would find those other judgments supported strongly, even confirmed, by the suggestion that the FBI was responsible. For most Americans, a claim that the US government attacked its own citizens, and thus was responsible for a terrorist attack, would make it impossible to hold on to a wide range of other judgments. Clearly, this point does not hold for many people in Islamic nations, for whom it is far from jarring to believe that responsibility lies with the United States (or Israel).

			Here, as elsewhere, people attempt to find some kind of equilibrium among their many beliefs, and accepting or rejecting a conspiracy theory will often depend on which of the two brings equilibrium. Some beliefs are also motivated, in the sense that people are pleased to hold them or displeased to reject them. Acceptance (or, for that matter, rejection) of a conspiracy theory is frequently motivated in that sense. Reactions to a claim of conspiracy to assassinate a political leader, or to commit or to allow some atrocity either domestically or abroad, are often determined by the motivations as well as the antecedent knowledge of those who hear the claim.

			These are points about individual judgments, bracketing social influences. But after some devastating event has occurred, those influences are crucial. How many people know, directly or on the basis of personal investigation, whether Al Qaeda was responsible for the 9/11 attacks, or whether Lee Harvey Oswald assassinated President Kennedy on his own, or how the AIDS crisis began, or whether a tragic death in an apparent airplane accident was truly accidental, or what caused the economic collapse of 2008, or the precise background of the explosions at the Boston Marathon in 2013? Inevitably, people must rely on the beliefs of others. Some of us will require a great deal of evidence in order to accept a conspiracy theory, while others will require much less. People will therefore have different thresholds for accepting or rejecting such a theory. One way to meet a relevant threshold is to supply direct or indirect evidence. Another is simply to show that some, many, or most (trusted) people accept or reject the theory. These are the appropriate circumstances for social cascades, both informational and reputational.

			Conspiracy Cascades, 1: The Role of Information. To see how informational cascades work,28 imagine that a group is trying to assign responsibility for some loss of life. Assume that the group’s members are announcing their views in sequence. Each member attends, reasonably enough, to the judgments of others. Andrews is the first to speak. He suggests that the event was caused by a conspiracy of powerful people. Barnes now knows Andrews’s judgment; she should certainly go along with Andrews’s account if she agrees independently with him. But if she does not have a lot of private information, and really does not know what happened, she might well be swayed by his judgment and agree that the event was a product of a conspiracy.

			Now turn to a third person, Charleton. Suppose that both Andrews and Barnes have embraced the conspiracy theory, but that Charleton’s view, based on limited information, is that they are probably wrong. Because his own information is limited, Charleton might well ignore what he knows and follow Andrews and Barnes. It is likely, after all, that both Andrews and Barnes have evidence for their conclusions, and unless Charleton thinks that his own information is better than theirs, he should follow their lead. If he does, Charleton is in a cascade. Of course, Charleton will resist if he has sufficient grounds to believe that Andrews and Barnes are being foolish. But if he lacks those grounds, he will go along with them.

			Now suppose that Charleton is speaking in response to what Andrews and Barnes said, not on the basis of his own information, and also that subsequent group members David and Esther know what Andrews, Barnes, and Charleton said. On reasonable assumptions, they will reach the same conclusion regardless of their private information (which, we are supposing, is not decisive). David and Esther might ask, “How could Andrews, Barnes, and Charleton all be wrong?” This will happen even if Andrews initially speculated in a way that does not fit the facts—especially if people discount, as they tend to,29 the possibility that the shared belief is, for Barnes and Charleton, based not on independent information but merely on a reaction to Andrews’s speculation. In such cases, the initial speculation starts a process by which a lot of people are led to participate in a cascade, accepting a conspiracy theory built upon a most fragile foundation.

			Of course, the example is stylized and unrealistic. Conspiracy cascades arise through more complex processes in which people’s diverse thresholds are important. In the standard pattern, the conspiracy theory is initially accepted by people with low thresholds for its acceptance; as we have seen, some people do have such thresholds. Perhaps the theory will be limited to such people. But sometimes the informational pressure, based on the shared judgments of those people, builds to the point where many other people, with somewhat higher thresholds, begin to accept the theory too. As those with higher thresholds accept the theory, the pressure continues to build, to the point where a large number of people end up accepting it. As we shall see, this outcome is especially likely in close-knit or isolated social networks.

			Conspiracy Cascades, 2: The Role of Reputation. Conspiracy theories do not take hold only because of information. Sometimes people profess belief in a conspiracy theory, or at least suppress their doubts, because they seek to curry favor or to avoid disfavor. Reputational pressures help account for conspiracy theories, and they feed conspiracy cascades.

			In a reputational cascade, people think that they know what is right, but they go along with the crowd in order to maintain the approval of others. Suppose that Albert suggests that the United States was responsible for some terrible event in the world. Barbara concurs with Albert, not because she actually thinks that Albert is right (she might even think that he is a bit nuts) but because she does not want him to view her as some kind of fool or dupe. And if Albert and Barbara blame the United States for that terrible event, Cynthia might not contradict them publicly and might even appear to share their judgment—not because she believes that they are correct but because she does not want to face their hostility or lose their good opinion of her.

			It should be easy to see how this process might generate a cascade. Once Albert, Barbara, and Cynthia offer a united front on the issue, their friend David might be reluctant to contradict them even if he thinks that they are wrong. The apparently shared view of Albert, Barbara, and Cynthia carries information; that view might be right. But even if David has reason to disagree, he might not want to take them on publicly. His silence will help build the informational and reputational pressure on those who follow.

			It seems clear that reputational pressures play a large role in the adoption and dissemination of conspiracy theories, certainly among small, close-knit groups and social networks but also more generally. If everyone in your religious community believes that certain people are engaged in a conspiracy against the community, you might silence any private doubts that you might have. In some times and places, doubting a conspiracy theory, or even failing to endorse it, can be literally dangerous, in the sense that doubters are ostracized or worse. Some conspiracy theories are able to persist only because people silence themselves. Dissent is an indispensable corrective, but it does not occur.

			Conspiracy Cascades, 3: The Role of Availability. Informational and ­reputational cascades can occur without any particular triggering event. But a distinctive kind of cascade arises when such an event is highly salient or cognitively “available,” in the sense that it comes readily to mind. In the context of many risks, such as those associated with terrorism, crime, economic catastrophe, and environmental disasters, a particular event initiates a cascade. It works as a trigger, an icon, or a symbol justifying public concern, whether or not that concern is warranted. Availability cascades occur through the interaction between a salient event and social influences, both informational and reputational. Often political actors, both self-­interested and altruistic, work hard to produce such cascades, making people fearful of risks even if there is no objective basis for the fear.

			Conspiracy theories can spread through the same mechanisms. A terrible event becomes “available,” in the sense that everyone knows about it, and conspiracy theories are invoked both to explain it and to use it as a symbol for broader social forces. Within certain nations and groups, the claim that the United States or Israel was responsible for the attacks of 9/11 fits well within a general narrative about who is the aggressor, and the liar, in a series of disputes—and the view that Al Qaeda was responsible raises questions about that same narrative. Conspiracy theories are frequently a product of availability cascades.

			Conspiracy Cascades, 4: The Role of Emotions. Thus far, the account has been largely emotion-free and cognitive; conspiracy theories circulate in the same way that other beliefs circulate, as people give weight to the views of others and attend to their own reputations. But it is clear that emotions, and not merely information, play a large role in the circulation of rumors of all kinds. Many rumors persist and spread because they serve to justify or rationalize an antecedent emotional state produced by some landmark event, such as a disaster or a war. When people are especially angry or fearful, they may be more likely to focus on particular sorts of rumors and spread them to others. And when rumors trigger intense feelings, they are far more likely to be circulated.

			Experimental evidence strongly supports this speculation in the analogous context of so-called urban legends,30 involving, for example, a decapitated motorcycle rider, a rat in a soda bottle, or a can of cat food mislabeled as tuna. When urban legends trigger strong emotions (such as disgust), people are more likely to pass them along. On the internet, emotionally gripping tall tales are especially likely to proliferate. In the marketplace of ideas, a form of “emotional selection” plays a significant role, and it helps to explain such diverse phenomena as moral panics about deviant behavior and media attention to relatively rare sources of risk such as road rage and the flesh-eating bacterial infection known as necrotizing fasciitis. A particular problem involves “emotional snowballing”: runaway selection for emotional content rather than for information.

			The implications for conspiracy theories should not be obscure. When an awful event has occurred, acceptance of such theories may justify or rationalize the emotional state produced by that event; consider conspiracy theories in response to political assassinations or terrorist attacks. Such theories typically involve accounts, or rumors, that create intense emotions such as indignation—thus promoting a kind of emotional selection that will spread beliefs from one person to another. Of course, evidence matters, and so long as there is some kind of process for meeting falsehoods with truth, mistaken beliefs can be corrected in principle. But sometimes the conditions for corrections are not present; or, even if they are pre­s­ent, people are strongly motivated to disregard them.

			Group Polarization. There are clear links between cascades and the well-established phenomenon of group polarization, by which members of a deliberating group typically end up taking a more extreme position in the same direction as their inclinations before deliberation began.31 Group polarization has been found in hundreds of studies involving over a dozen countries. Belief in conspiracy theories is often fueled by group polarization.

			Here is an example of how group polarization works. A few years ago, I participated in some studies designed to shed light on how people’s political beliefs are formed.32 My coauthors and I assembled a number of people in Colorado into two sets of groups. Half of them consisted only of liberals; the other half consisted only of conservatives. We asked the participants to discuss three issues: climate change, affirmative action, and civil unions for same-sex couples. We also asked them to state their opinions on each topic at three stages. The first occurred before they started to talk, when we recorded their views privately and anonymously. In the second stage, we asked them to discuss the issues with one another and then to reach a kind of group verdict. In the final stage, we asked people to record their views after discussion, privately and anonymously.

			Our findings were simple. On all three issues, both liberals and conservatives became more unified and more extreme after talking only to one another—not merely in their public verdicts but also in their private, anonymous views. Group discussions made conservatives more skeptical of climate change and more hostile to affirmative action and same-sex unions, while liberals showed the opposite pattern. Before discussion, both groups showed far more diversity than they did afterward, and the individuals in the liberal groups were not so very far apart from those in the conservative groups. After discussion, the two sets of groups became much more divided. This is group polarization in action.

			Another study finds that that those who disapprove of the United States and are suspicious of its intentions will increase their disapproval and suspicion if they talk to one another. After speaking together about America and its foreign aid policy, citizens of France came to distrust the United States significantly more.33 It should be easy to see how similar effects could occur for conspiracy theories. Those who tend to think that Israel was responsible for the attacks of 9/11, and who speak only or mostly with one another, will end up with a greater commitment to that belief.

			A striking result of group polarization is that, as in our Colorado study, different groups may end up with radically different attitudes toward conspiracy theories in general and in particular. Speaking with like-minded others, some people may come to find such a theory irresistible. Others may come to find it preposterous.

			Group polarization occurs for reasons that closely parallel those that explain cascades. Information plays a large role. In any group having some initial inclination, the arguments offered by most people will inevitably be skewed in favor of that very inclination. If, for example, most people in the group start out believing that Wall Street conspired to create an economic collapse, then everyone in the group will hear a lot of arguments in support of that position, and not so many to the contrary. As a result of hearing the various arguments, people will be hardened in their original belief and are likely to be led toward a more extreme view in line with what group members initially thought. Reputation matters too. People usually want to be perceived favorably by other group members. Once they hear what others believe, some will adjust their positions in the direction of the dominant position.

			For purposes of understanding how conspiracy theories spread, it is especially important to see that group polarization is particularly likely, and particularly pronounced, when people have a shared sense of identity and are connected by bonds of solidarity. Social networks matter greatly, and tightly connected networks are more likely to subscribe to conspiracy theories. These are circumstances in which arguments by outsiders, unconnected with the group, will lack much credibility and fail to have much effect in reducing polarization. In such circumstances, direct government rebuttals of the reigning conspiracy theory are especially likely to prove ineffective.

			Selection Effects. A crippled epistemology can arise not only from informational and reputational dynamics but also from self-selection of members into and out of groups with extreme views. Once cascades arise or polarization occurs, and the group’s view begins to move in a certain direction, skeptics and partial believers will tend to depart, while intense believers remain. The overall size of the group may shrink, but the group may also pick up new believers who are even more committed. By self-selection, the remaining members will display more fanaticism.

			Group members may segregate themselves in order to protect their beliefs from challenges by outsiders. Group leaders may enforce such segregation in order to insulate the rank and file from information or arguments that would undermine the leaders’ hold on the group. Even if contrary information and arguments are in some literal sense heard, they will be ridiculed and made a subject of contempt—and, if at all possible, used as further confirmation of the conspiracy theory. As a result, group polarization will intensify.

			Members of isolated groups sometimes display a kind of paranoid cognition and become increasingly suspicious of others or of the larger society, falling into a “sinister attribution error.”34 This error occurs when people mistakenly feel that they are under pervasive scrutiny, attribute personalized motivations, and greatly overestimate the amount of attention they actually receive. (The last is an aggravated version of a general human tendency known as the spotlight effect.)35 Benign actions that happen to disadvantage the group are taken as purposeful plots intended to harm. Although these conditions resemble individual-level pathologies, they need not be. On the contrary, they arise from the social and informational structure of the group, and in the circumstances of interest here, are not usefully understood as a form of mental illness.

			GOVERNMENTAL RESPONSES

			What can government do about conspiracy theories? And among the things it can do, what should it do? Simply in order to understand the options (without endorsing any of them), imagine a series of possible responses.

				1. Government might ban conspiracy theories.

				2. Government might impose some kind of tax, financial or otherwise, on those who disseminate such theories.

				3. Government might itself engage in counterspeech, marshaling arguments to discredit conspiracy theories.

				4. Government might hire or work with credible agents in the private sector to engage in counterspeech.

			Each instrument has a distinctive set of potential effects, or costs and benefits, and each will have a place under imaginable conditions. Under current free-speech law, of course, responses 1 and 2 are likely to be unconstitutional, and in a free society, censorship of any kind should be used, if at all, only under the most extraordinarily unusual conditions (for example, to prevent imminent violence).

			It is also quite possible that government should stand to one side. Private organizations can and do work hard to respond to false conspiracy theories. An example is the internet site Snopes.com, which researches rumors and conspiracy theories and reports on their truth or falsity. For those concerned about the proliferation of conspiracy theorizing on the internet, this site provides a reliable and helpful reality check. It would be easy to find numerous similar ventures, small and large, in this vein, for the internet provides not only a mechanism by which to spread conspiracy theories but also a range of corrective tools. The more general point is that in free societies, false conspiracy theories are generally debunked by private citizens and institutions far more than by public officials.

			Because the cost of spreading information is low, it is easy for private monitors to rebut false conspiracy theories. In just a few seconds, people can find a credible rebuttal of a conspiracy theory or produce a rebuttal themselves. At the same time, that very reduction in information costs makes it easier for conspiracy theorists to generate and spread their theories in the first place. The overall effect of new technology is unclear, as is the ability of private monitors to correct conspiracy theories. In part because this is so, an official response may be important or even essential, at least in some cases.

			The first-line response to conspiracy theories is to maintain a free and open society. In such a society, those who might be tempted to believe such theories are exposed to evidence and corrections, and they are unlikely to distrust all knowledge-creating institutions. But we have seen that even in open societies, conspiracy theories can have some traction. Far more important, open societies may have a strong interest in debunking such theories when they arise, and threaten to cause harm, in closed societies. In the most serious cases, those who spread conspiracy theories, and those who receive them, are more likely to cause violence as a result.

			DO CONSPIRACY THEORIES MATTER?

			One line of thinking denies that conspiracy theories matter. There are several possible reasons to think that they may not, and for the vast majority of conspiracy theories, these reasons seem convincing. First, conspiracy theories may be held by only a tiny fraction of the population. Perhaps only a handful of kooks believe that US government officials had any kind of role in the events of 9/11. Second, even if a particular conspiracy theory is widespread, in the sense that many people will confess to it when polled, conspiracy theories may typically be held as “quasi beliefs”: beliefs that are not costly and possibly even fun to hold, such as a belief in space aliens or UFOs, and that do not form a premise for action. Perhaps those who seem to accept conspiracy theories have “soft” beliefs, in a way that generally leads them to keep quiet and rarely act on what they tend to think.
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