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“There is no swifter route to the corruption of thought than the corruption of language.”

—George Orwell





This book is dedicated to the millions of Americans whose voices were silenced by Big Tech during the 2020 US election. It is also dedicated to the billions of people throughout the world who feel the oppressive influence of Big Tech in their respective countries.





Foreword

As a former business executive in leadership positions in various Fortune 500 companies for the last twenty-five years, I have come to appreciate former employees who have blown the whistle and exposed fraud and corruption, sometimes at great personal expense.

After learning about Ryan Hartwig and his decision to go public, I recognized in Ryan some of those same attributes I’ve seen in other whistleblowers: courage, resilience, and honor.

Ryan was, for all intents and purposes, a low-level employee working for Cognizant, contracted to do Facebook’s content moderation. But the magnitude of what he uncovered will have repercussions for Big Tech and the censorship debate for years to come.

What I appreciate about Ryan’s book is how he sticks with the facts, and his thorough analysis leaves little to speculation. You’ll see within this book, in black and white, Facebook’s own decisions with regard to content. Whether it’s protecting Greta Thunberg or making newsworthy exceptions to allow Don Lemon’s hate speech, it’s clear Facebook broke their own rules, time and time again. We no longer have to rely on scripted answers during Senate hearings where Big Tech executives say they’ll get back to us. We already know what Facebook did because it’s written in this book. Facebook censored political speech and targeted conservative speech.

Ten years from now, it could be leftist speech that is being singled out, which is why this issue is so important. We need to protect free speech for everyone. Facebook has incredible power, and this influence has gone unchecked, gradually consuming more and more control. They have become a de facto government and can exert their influence within any aspect of our lives, including elections and healthcare.

Ryan delves into these issues, asking important questions about why Facebook has assumed the authority to monitor our elections. He also asks the same question about foreign elections and the amount of influence Facebook has internationally. Facebook can single-handedly influence an election or allow its tools to be manipulated by dictators and AI bots intent on crushing the political competition through propaganda and smears.

Regardless of your political persuasion, this book takes us deep into the inner sanctum of Facebook’s policy decisions. We all know Facebook manipulates its users to spend more and more time on the platform, and Ryan’s insights show us how Facebook was monitoring ideological gaps between users and segmenting users according to their political views.

Facebook’s clear failures with regard to privacy are not the only area where they have demonstrated their complete inability to protect users. They have also failed in the content moderation business and targeted users because of their political viewpoints. By spending billions of dollars on content moderation and using their AI to censor content, Facebook has become a threat to our American republic. And not surprisingly, many of our elected representatives are complicit in ceding control of the largest public cyberspace to Mark Zuckerberg, a few policy advisors, and a hand-picked oversight board that has zero interest in aligning itself with American values or respecting the rule of law.

I urge you to read this book to learn just how corrupt Facebook has become. You will learn how Facebook made exceptions to allow child pornography, child abuse, and hate speech all in the name of political correctness. Facebook censored millions of users and viral videos in order to promote a certain agenda. It’s time to stop Facebook in its tracks, and by educating ourselves on their inner workings, we can more effectively stand against the most powerful censorship tool of the twenty-first century.

—Patrick Byrne,

founder and former CEO of overstock.com





Prologue: 
An Unusual Job Interview

The interviewer slid his laptop over and said, “I want you to flip that around and scroll through these images. Let me know if you’re comfortable viewing them.”

I clicked through the pictures. There was a headless body, anime porn, nudity, and some very graphic porn.

“Can I skip any of these?”

“Not if you want the job,” Carlos* replied.

This might sound like the world’s strangest job interview. But I was prepared for anything. In January 2018, I’d been working for four months as a security guard for Eagle-Force Security. I’d been assigned to a furniture store called Conn’s Plus in Phoenix near the I-17 freeway and Dunlap. It wasn’t the best part of town. My job was to keep homeless people and young toughs from wandering into the store. You should know that like a lot of people in my generation, I’ve worked in a number of jobs, many of them in security.

One day at work, two guys walked into the furniture store looking to buy some headphones. I had a casual conversation with them. Somehow we got talking about what they do for a living. They said they worked for Cognizant right on the other side of the freeway. They explained the company had a brand-new project and was hiring.

In a roundabout way, they hinted at the kind of work it was—reviewing social media for “the client”—but they had to be careful about how they worded it. However, based on their description, the idea intrigued me. I especially liked the fact there was a Spanish department where I could put my bilingual skills to good use. So, I applied, which is why I was now looking at graphic porn and headless bodies during a job interview.

The first part of the interview had been more traditional. I did well in the Spanish language portion of the exam, which was surprising to them considering I’m a pale white guy with blond hair and blue eyes. Growing up in Arizona, I’d been fascinated by the Mexican culture, taken Spanish classes in school, and as a Mormon† done my missionary work in the country. As a result, I could write like a well-educated Mexican professional, in addition to being fluent in conversational Spanish.

Then came the images.

Considering what came after, maybe I should have declined to view the images. But there was something that struck at my moral core. I knew the cartels were using social media to broadcast their brutality and terrorize communities. And I understood that young people were the most avid consumers of social media. I didn’t think porn should be on the platforms, corrupting their burgeoning ideas of sexuality.

But my training as a security guard kicked in. We don’t run away from trouble; we run toward it. We do what needs to be done, without fear or favoritism.

“Yeah, I can deal with this,” I replied.

When I started the job at Cognizant, they told me the name of the client.

Facebook.

I started the job believing I’d be guarding the platform from the cartels and pornographers.

Instead, Facebook would declare that a large part of the American public was the real enemy.
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* A pseudonym.

† Members of the Church of Jesus Christ of Latter-Day Saints are known as Mormons.





CHAPTER ONE

Getting the Job and Leaving the Nest

After talking to the two guys in the furniture store, I went to the Cognizant website and applied for the job of “Bilingual Social Media Content Moderator.” After filling in all the relevant information, I took an on-site cognitive e test. It seemed similar to a mini-SAT test one might take in high school, giving you passages to read and then asking questions about the text. There were also a number of questions about computers and social media, such as the different kinds of browsers, keyboard shortcuts, and common computer acronyms like “What does LOL mean?”

I finished the cognitive test and submitted it. I left a few questions unanswered, and that worried me. But a week later they emailed me to set up an in-person interview.

I dressed in a suit and tie for the interview and went to the Cognizant offices, located on the top floor of a nondescript six-story office building just off the I-17 freeway in north-central Phoenix. Next door to the office building was a Sheraton Hotel.

In the main lobby, I pushed the call button, gave them my name, and said I had an interview at Cognizant. They sent the elevator down for me.

When the doors opened on the sixth floor, it was as if I’d boarded the elevator in Phoenix and was now in Silicon Valley. There was a large, whimsical cartoonish mural on one entire wall. It showed the sun rising in the East over the mountains surrounding Phoenix, some tall buildings, a road through a desert with cactuses and palm trees, birds flying in the air, a rabbit sleeping by the side of the road, and a wild peccary in the distance. The people were in balance with nature, perfect combinations of human and animal spirits. There was an older guy in shorts and a belly looking at his phone, but he had a deer’s head, complete with antlers. There was a stylish woman riding her bike, and she had the head of a blue fox. Near the right corner of the mural was a guy hiking through the desert, his bird’s head looking at the city and giving a thumbs-up, as if to say, “There’s nothing we can’t do.” Above the birdman, a hot-air balloon floated in the sky. The colors were bold, vibrant, and cheerful. I immediately liked the vibe of the place.

I was interviewed by three people, Carlos, Tim, and Jane.* In the first part of the interview, they reviewed my résumé, and we just engaged in general conversation. They noted with approval I had my bachelor’s degree from Arizona State University. Most of the hires did not have college degrees. Some were fresh out of high school, and others were in their early twenties. At age thirty, I would be one of the older hires.

In the second part of the interview, Carlos switched to Spanish and was surprised by my fluency. In addition to studying Spanish in school, I’d been posted to Mexico for two years as a missionary. In addition, my wife, Livy, is from Honduras, having come to the United States in 2005. Normally, we speak English at home, although we do often converse in Spanish. Unlike many of the people hired by Cognizant who spoke Spanish at home with their parents, I also had academic training. My Spanish fluency, both for conversation and academic writing, was comparable to a well-educated Venezuelan or Colombian. I met many of these Venezuelans and Colombians when I worked in the Spanish language division at Cognizant, and there seemed to be an easy and natural sympathy between us.

It was after this discussion that Carlos passed his laptop over to me and asked me to flip it around to look at some pictures. The images gave me pause, but I wanted the job. It was clear the company was just getting started, and I wanted to be on the ground floor. I knew this would be the final part of the job interview, whether I could handle these images.

I told them I was fine with the images, and we finished up a few minutes later. They thanked me for coming in, and I left.

***

About a week later, I got the call from Cognizant that I’d been hired. I needed to give two weeks’ notice at my security guard job, and so my first day of work for Cognizant was March 21, 2018.

Although the pay wasn’t great, a little over twenty-eight thousand dollars a year, you received health benefits from the first day of work. That was a big selling point with my wife. In addition, the office was just about a seven-minute drive from our apartment. My wife had been working as a dental assistant for several years but was interested in working with children. With the health benefits in place, she felt more comfortable about looking to make a career switch.

For the first few days, I was simply dealing with a number of human resources forms and policies, such as the fact that you couldn’t bring your cell phone into the workplace. It was stored in a locker outside the work area. If you were caught with your cell phone on you, it could result in your being immediately fired.

The training class for my cohort began on March 21, 2018, without about thirty of us in the Spanish language group. I was the only white guy in my group, but that didn’t matter. I’ve always loved the warmth and friendliness of the Hispanic culture, and when it was clear I was fluent in Spanish, I got a lot of respect with comments like “El gringo habla bien el español.” The two trainers for the class were Shawn Browder and Veronica Castillo†, names that would become important, as they’d be shown in the Project Veritas videos, which would be released in 2020.

In the month of training, we went through approximately thirteen different Cognizant policies, such as the Bullying Policy or Graphic Violence, and we’d have a quiz about every two days to make sure we were keeping up with the material. I was taking notes constantly during the class and emailing them to myself at the end of the day because there was so much coming at you. In those first couple of days, they also showed us graphic pictures of pornography, violence, and torture and then explained the underlying logical principles on how to classify and deal with them.

Several members of the class started asking hypotheticals to our trainer, Veronica, and she’d reply by saying that she didn’t deal with hypotheticals. You had to provide her with an actual image, and then she’d tell you how to analyze it. Each image we came across was so different in how the policy could apply to it. In addition, we also learned how Cognizant came to be working for Facebook, as later detailed in a 2019 article:

On May 3, 2017, Mark Zuckerberg announced the expansion of Facebook’s “community operations” team. The new employees, who would be added to 4,500 existing moderators, would be responsible for reviewing every piece of content reported for violating the company’s community standards. By the end of 2018, in response to criticism of the presence of violent and exploitative content on the social network, Facebook had more than 30,000 employees working on safety and security, about half of whom were content moderators.

The moderators include some full-time employees, but Facebook relies heavily on contract labor to do the job …

The use of contract labor also has a practical benefit for Facebook: it is radically cheaper. The median Facebook employee earns $240,000 annually in salary, bonuses, and stock options. A content moderator for Cognizant in Arizona, on the other hand, will earn just $28,800 per year.1

It was clear to me from the start that Cognizant and Facebook were trying to accomplish something that had never been done before, namely, to come up with reasonable rules for social media. We at Cognizant helped shape these rules by giving feedback to Facebook. And at the beginning it seemed to make sense, even though it was clear they were trying to find their way. As I understood it, the office had just been set up in the fall of 2017 with about ten people. Eventually there would be more than a thousand employees working at the office, in three different shifts. Although we were all told that “the client” was Facebook, they encouraged us not to share that information with family and friends.

There was also a four-part process for determining whether content violated a policy. The first place you’d look was the policy itself, an approximately thirty-thousand-word document split up into various webpages. The second place you’d look was a document called “Known Questions,” which contained issues that had already arisen and had been addressed. Then there was another document called “Operational Guidelines,” which discussed guiding principles. These two documents were abbreviated as KQ and OG, respectively. The last place you’d go was the “Workplace,” which tried to be a clearing house for all these issues and was where they posted one-off exceptions to the policy. A content moderator would often simply type in a word and hit Control F on their keyboard to find out where that word might be in the various documents.

As the class continued, a few people dropped out because of the violent imagery, but that was probably no more than 10 percent of the group. And as our quizzes started getting graded, I was usually near the top of the group, finishing fourth or fifth out of our group of twenty-five by the end. We were encouraged to ask a lot of questions, and I found myself stimulated by the mental challenge of it.

For example, if there’s a video of two adults cursing at each other, does it get removed? The answer is no, it doesn’t. But what if it’s two minors cursing at each other? That does get removed. However, what if you can’t tell whether the people cursing at each other are over the age of eighteen? That’s a problem, right? Well, the Operational Guidelines tell you that if you can’t tell, you assume they’re minors and delete. That made a good deal of sense to me.

Another guiding principle we were taught was that the burden of clarity is on the user. If there’s something that’s ambiguous, we were told to take it down. If it seems wrong, but we’re not sure, we should delete it. If we don’t see a problem, then it’s fine. But if there’s a possible violation and the user wasn’t clear about their intent, it gets deleted because they should have made sure we understood the meaning.

I’ve mentioned my Mormon background, but can’t say I’m exceptionally devout. I believe in God, but for many years I didn’t attend services. My wife wasn’t Mormon when I married her, but shortly after, she converted, and we started attending services more regularly. But I’d say I’m culturally Mormon, and that pertains to my use of profanity.‡ If you look at the website for the Church of Jesus Christ of Latter-Day Saints (referred to as the Mormon church), this is what you’d find as their official position on “bad” language:

Profanity is disrespect or contempt for sacred things. It includes casual or irreverent use of the name of any member of the Godhead. It also includes any type of unclean or vulgar speech or behavior.

We should always use the names of Heavenly Father, Jesus Christ, and the Holy Ghost with reverence and respect. Misusing their names is a sin. Profane, vulgar, or crude language or gestures, as well as immoral jokes, are offensive to the Lord and to others.

Foul language is both degrading and harmful to the spirit. We should not let others influence us to use foul language. Instead, we should use clean language that uplifts and edifies others, and we should choose friends who use good language. If friends and acquaintances use profanity, we can good-naturedly encourage them to choose other words. If they persist, we can politely walk away or change the subject.2

Does that sound like what a Mormon might say? Do you laugh because it makes us sound squeaky clean? I don’t mind telling you it resonates with me and is how I was raised to behave. Like many Mormons, I would describe myself as politically conservative, and I like to talk about politics. But I always conduct those conversations with respect.

At the beginning, Cognizant preached a similar philosophy that was extremely compatible with the Mormon ideal. From the start of our training, they instructed us to treat one another with DKR (dignity, kindness, and respect) because we were going to be seeing some pretty awful things and it was important we be good to one another. In keeping with that principle, during our training we received a visit from the staff psychiatrist, who told us we were going to be seeing a lot of disturbing things and that he and the other counselors were always on call if we needed to discuss an issue.

If there was anything that struck me as slightly odd during the training, it was that one of our trainers, Veronica Castillo, said that Barack Obama was her Patronus Charm. The Patronus Charm comes from the Harry Potter series of novels and is one of the most powerful charms, invoking an individual’s spirit guardian. In essence, she was saying that Barack Obama was her spirit guardian. Later, I’d find out that Veronica also worked for Democratic Congresswoman Gabrielle Giffords, who was shot by a crazed gunman at a campaign event in January 2011. She made a full recovery, and her husband, Mark Kelly, a former space shuttle commander, became the junior United States senator from Arizona in December 2020.

As we neared the end of our month-long training class, a sense of excitement swept through the group. We wouldn’t go directly to the floor but would spend an additional two weeks doing something called “nesting.”

In “nesting,” we’d spend half our day reviewing and deciding whether actual posts would be deleted. The other half of the day, we’d be shadowing a working content moderator, who would tell us why they were making certain decisions and invite us to ask any questions.

***

I can still remember the thrill of that first Monday morning when we sat at the end of a U-shaped floor plan, just outside the training room, but in view of the production floor. We would be “actioning” content, as they called it, and our work would be scored.

We were told that our scores wouldn’t count against us during this time. But when we left the training phrase, the scores would determine promotions and continued employment. They also told us not to worry about our speed at that point. Just focus on making good decisions, they told us. Eventually they’d want our average handle time (AHT) to be thirty seconds for each “job.” That was the ultimate goal.

In the nesting phase, they told us how to manage our browser, because you might need to have ten different tabs open at the same time. Since we were handling the Latin American market, we often didn’t know who were celebrities and who were just regular people. You had to know current events in Latin America, the personalities and the politicians, so in addition to being a content moderator, you were also something of a researcher.

If you did exceptionally well during the first three to six months, you could apply to become a subject matter expert (SME), which I wanted to be. However, you had to score a 98 percent on your jobs over the previous two-week period to be considered for a subject matter expert position, and I only scored a 97 percent. I was upset with myself because there was one job where I’d made the wrong call, and that prevented me from becoming a subject matter expert.

While during this time it was permissible to share images we might come across on our screen to the other members of our cohort, we were sternly warned not to do so with any images of child pornography. The rules were quite clear. We could ask for guidance from a supervisor, but sharing such images with the members of our cohort was a violation of federal law.

Our group seemed to have come together well through training and nesting. I remember asking lots of questions of the content moderators when I shadowed them. It was exciting to spend half the day watching experienced content moderators on the production floor make their decisions.

As the training and nesting phase wound down, I believe most of us were thinking, Yeah, I can do this job.

Little did I know the greatest threat came not from the images that would flood our screens from the outside world, but from intolerant and hypocritical policies that I can only assume came from “the client.”

[image: images]

* All pseudonyms.

† A pseudonym.

‡ Although I adhered to the profanity guidelines of the church for the better part of my life, I now do swear occasionally.





CHAPTER TWO

Finding My Groove as a Content Moderator

Any new job requires a significant amount of new learning. One could say this was especially true with content moderation at Cognizant because we were essentially building the plane as we were flying it.

Before I delve too deeply into my criticisms, I want to be fair and acknowledge some of the unique problems created by social media. It’s one thing to call social media platforms the new digital town square, but there are some significant differences. If I stand up in the traditional town square, or at my local city council meeting, to express my point of view, I’m not just spouting off whatever pops into my head. If I want to be persuasive, I’m observing how the audience is reacting to what I’m saying, and I’m figuring out how I need to tailor my message to be most effective. There’s a feedback loop built into traditional methods of free speech that determines whether I will gather supporters for my point of view or simply be dismissed as a crackpot.

One of the major flaws of social media is that the best arguments don’t necessarily get promoted, but rather those that generate the most outrage. The crazies get the lion’s share of attention, while the rational people who try to understand both sides of an issue get ignored. The goal of the social media platform is to get the most eyeballs possible on a post so they can then sell advertising to companies. Outrage is the fuel of social media, and it’s likely to cause an explosion.

Let me explain to you what it was like trying to fly this plane as we were in the midst of building it.

***

The goal was for content moderators to eventually make decisions on at least three hundred posts a day and eventually be able to make our decisions within thirty seconds of its popping up on our screen. That meant in a week we’d make decisions on fifteen hundred posts. In a typical year, we were expected to review seventy-five-thousand pieces of content. Every week, Quality Assurance would pick about fifty random posts upon which we’d made a decision and review our work. The expectation was we’d be above 95 percent accuracy, which meant if they believed you made the wrong call on three of those posts, you were in trouble, even though that might be 94 percent accuracy. The margin for error was extremely small.

You could dispute Quality Assurance by doing something called “pushing back for points,” but then the time you spent doing that would impact your productivity. Sometimes the post might go back to that same reviewer, and other times it might go to a different one. I disputed several of the calls, showing where my decision was in accord with policy, and many of those times I got my points back. While working in Quality Assurance was superior to being a content moderator, they only earned a dollar an hour more than we made.

When I started working on the production floor on the Spanish side of Cognizant, I was one of only two white guys. I was eventually given the nickname “güero,” which in Spanish denotes someone with blond hair and usually means someone with light, fair skin. The Latin American culture is generally fond of nicknames for people, and I always accepted the name as a sign of affection.

The first couple months were exceptionally challenging because you were constantly trying to familiarize yourself with “the policy.” Much of it was written in a highly legal style, with general rules, then exceptions, and after that there were “guiding principles.” Every two weeks there would be an official update to the policies, and they’d bring us all together and sit us around a large television that played a video highlighting and explaining the changes.

I think I’m good at reading and analyzing things. But I admit I struggled with a lot of the legalese, nuances, and caveats that we were given. One of the things we learned early on was to memorize the list of Spanish slurs, because when we came across those words on our screen, they would immediately get deleted. However, that gets complicated because the same slang word in different Latin American countries can have a very different meaning. One of the common Latin American slang words is puto, which is essentially a curse word but can also be a homophobic slur when used as a noun. Facebook users would try all sorts of unique ways to keep it from being deleted, like spelling it out “P-U-T-O,” in the hopes that we would miss it.

One of the things I think I should point out at the beginning is that the Hispanic culture tends to be family-oriented and conservative. Although in one way I might not have seemed to fit in because I’m a light-skinned white guy, in another I felt completely at home. We shared a lot of the same values.

In June 2018 we had Shawn Browder, who would later become policy manager for Cognizant but who at the time was a member of the policy team, come to give us a presentation on “Pride Month,” highlighting the LGBTQ (Lesbian, Gay, Bisexual, Transgender, and Queer) community. Shawn started out by saying that Pride Month usually resulted in an increase in hate speech against that community, and we should be especially vigilant against it. The next thing he wanted to address was the fact there were going to be marches, and since some of the participants often wanted to show their pride by parading around naked, or half-naked, there was going to be an exception to the nudity policy. If a woman was protesting topless and her nipple was exposed, we were to allow it on the platform. In all other instances, a woman’s nipple was deleted. But in the context of marching, it was allowed.

Many of us considered that odd, but nothing prepared me for what Browder sent in a follow-up email. I’ve mentioned the Hispanic culture tends to be conservative, and I think that’s why he didn’t want to bring it up in front of the group. One of the things we immediately deleted for hate speech was if anybody was called “filth.” Makes sense, right? How can that be anything other than a slur? I was completely on board with deleting any anti-LGBTQ hate speech. Seriously, what’s gained by insulting people? However, during Pride Month, we were told to make an exception if a member of the LGBTQ community called straight white males “filth,” if a straight white male was not supporting LGBTQ rights. For example, the phrase “straight white males are filth for not supporting LGBT rights” would stay up and would not be deleted. That was one of the first inklings to me of the political leanings of the company, and that they weren’t interested in a level playing field but wanted to tilt the discussion in a certain way.

In those first three to four months, my performance caught the attention of my supervisors, and they told me they wanted to promote me to either Quality Assurance or being a subject matter expert (SME). I knew that would only earn me an extra dollar an hour, but I still viewed us as a start-up and hoped to rise with the company. I took the test to advance from being a content moderator, but when they reviewed my QA score from the previous weeks, I had missed two questions instead of the one mistake that was allowed. I felt the decision was unfair but knew it wasn’t directed at me personally.

We were hiring a lot of people during the late spring and early summer of 2018, and you could feel the excitement of being part of a company that seemed to have a great future. A good deal of our time was being taken up with monitoring the presidential elections in Mexico. I won’t delve deeply into Mexican politics, other than to say they are notoriously corrupt, and in that election, a lot of hope was placed in an anticorruption candidate, Andrés Manuel López Obrador, who was often referred to simply by the acronym AMLO.

This may seem like a small example, and yet in looking back at what eventually transpired, I believe it heralded much of what was to come. Obrador’s son at that time was about eleven years old, and his dark hair had streaks of blond. There’s a common dessert in Mexico called chocolate flan, or chocoflan, which is a mixture of chocolate and custard. Because of his son’s dark hair streaked with blond, he was often being referred to as “chocoflan,” or “chocolate flan.” We were told to delete all references to Obrador’s son being called this nickname. At the time, it seemed like an edge case. Children of politicians didn’t choose to be born into that life, so we should allow them their privacy. And yet, I couldn’t help but wonder if Obrador’s left-leaning politics were making Facebook put their thumb on the scales of the political debate in Mexico.

I’ve mentioned before that it felt like Cognizant was trying to bring a bit of that Silicon Valley culture to Arizona. In those heady early days, it was easy to believe that despite the low pay, this might end up being an outpost of that wealthy culture. We just needed to prove our value, and maybe the low pay would eventually take care of itself. For the first couple of months, there were unlimited snacks in the break room, which you could pick up on your breaks, or during the ten minutes for “wellness” you were given every day in your eight-and-a-half-hour shift. I learned later that the weekly snack bill eventually exceeded ten thousand dollars a week. After about six months, we were given a tiny key fob to log our snack usage and limited to twenty dollars a week. It should’ve come as no surprise that the glory days of unlimited snacks at Cognizant eventually came to an end.

When you came to work, you’d immediately go to the locker room, where you’d store your phone. We were told if you were caught on the production floor with your phone, you’d be instantly terminated. It was a strict policy but was explained to us as being necessary, since we were accessing people’s private information. However, one of the many jobs I had before Cognizant was a job at the Vanguard Group processing checks, and even they didn’t have such a draconian policy, even though we were accessing people’s financial information.

In those first few months, I was also trying to absorb the corporate culture, the way an athlete learns a sport, so that your movements become almost automatic. One of the principles we learned was that the burden of clarity for what a post meant was on the user. That was a great, cognitive shortcut. It allowed you to make your decisions more quickly, because you didn’t have to second-guess yourself. And we were encouraged to practice “self-care” and make sure we weren’t being overwhelmed by the things that popped up on our screens.

Because we did see disturbing images of people behaving in monstrous ways to one another. The cartel violence was especially difficult to process. They were using Facebook to terrify their populations. I saw several videos of the cartel forcing people to their knees, then putting a shotgun up to their head and pulling the trigger. Despite my religious faith, I couldn’t help but feel a complete absence of God in those instances, and the malevolent hand of evil working in human affairs. We learned about a cartel policy called “cleaning,” in which the cartel would roll into town and proclaim a curfew on the citizens. They’d put up posters proclaiming nobody could be out after nine at night. Next to the poster would often be a person hanging from a rope. Sometimes they were simply hung, other times shot and hung, and the grisliest images were of people they’d burned before hanging. The cartel would take video of these signs, and the dead person hanging next to it, and post the video on Facebook.

Another cartel favorite was taking video of their execution of federal police officers they’d captured. Was there any clearer demonstration of who was in control in Mexico than the fact that these cartels could so casually kill these guardians of law and order?

I understood how these images might psychologically damage me and was frequently going to consult with the counselors. I also believed I was making a public statement to my fellow coworkers that it was okay to ask for help. The production floor was a large and open room, with somewhere between forty to fifty desks and workstations, so when I stood from my desk and walked to the counseling office, everybody could see me.

The Hispanic culture tends to be macho, not comfortable admitting vulnerability and weakness. I didn’t think that strategy would serve my coworkers well and was trying to set a counterexample. Even the “gringo” needed help dealing with these images, they might say to themselves as they saw me walking by on the way to the counseling office.

One of the most disturbing videos I saw was of a man the cartel had captured. They had cut off his genitalia, and where his genitalia had been, they had a dog licking him as he screamed. It was a perversion of normal life on so many levels, a man being physically emasculated, man’s best friend perversely licking him, and the screams for help that everybody who viewed it knew would go unanswered.

The counselors advised us that in order to deal with these images, we had to psychologically distance ourselves from them and not empathize. I was told to visualize myself as sitting in a movie theater, watching these images on a screen and reacting to them in a regular fashion. Then I was told to visualize a second self, standing in the back of the theater, watching my first self as I viewed and reacted to the images.

I used this strategy a great deal, especially as I viewed videos of a common cartel strategy of cutting the limbs off their prisoners with small, dull knives, as the person screamed in agony. In retrospect, I don’t know how I managed to escape without significant psychological damage. But perhaps this is not so different from what soldiers see in war, or police officers, or crisis counselors, confronting the worst of human behavior, in the hope of creating a brighter future for people. That’s why I thought it was important for me to use the counseling services as much as I could. Sometimes when my shift was over, I’d go home and play video games for a few hours to try and restore some semblance of normalcy to my world.

I can’t say I discussed my work in depth with my wife, but I often did share some of what I saw, so she’d understand what I was experiencing.

***

On the Spanish language side, we also had to deal with a lot of advertisements for prostitution. A typical ad might show an attractive woman with cleavage showing, then text with some variation of “Are you looking for a good time?” and contact information. If we had those three elements—a sexually suggestive picture, some of the designated code words often used for prostitution, and contact information—we could delete. However, if it was missing one of those three elements, we couldn’t delete. It had to be very clear. Therefore, the same picture, with the words “Hey, let’s meet up!” or “Looking for friends!” and contact information, couldn’t be deleted. Sometimes they would be explicitly direct, and you couldn’t help but laugh at the brazenness of it. “Hey, I’m a prostitute and I’m looking for sex!” Or a dollar sign next to the words Looking for sex? Nothing like truth in advertising to make a content moderator’s life easier. You can’t say those users failed to meet their “burden of clarity.”

Another thing that was common in the Latin American market was a woman accusing another woman of sleeping with her husband. In addition, the woman would usually accuse the other woman of being a whore or a prostitute. The policy team at Facebook made the decision that any claim of people having sex, or comments about their sexual practices, would be automatically deleted. Therefore, if Jill said, “Suzie, you slept with my husband,” the comment would be deleted as a matter of policy. By the same token, if Jill said, “Suzie, you’re such a whore,” it would also be deleted.

However, if an allegation of a nonsexual crime was made, that would mean that the person about whom the allegation was made would have to report it to Facebook before we could take action on it. We called that a name/face match. Therefore, if Jill said, “Suzie, you stole my rings and you’re an asshole,” then it would be necessary for Suzie to contact us, asking for it to be taken down. The system wasn’t perfect. But we’d look to see who made the complaint, and if it appeared to be the person involved, we’d take it down. However, if somebody named Bill contacted us and said, “Hey, I’m Suzie’s husband and she’s not an asshole,” we’d have to leave it up.

At Cognizant, we had a fairly even mix of males and females. I was aware that several people left after a few weeks because they couldn’t handle the images they saw. Most of the people responded in predictable ways to the images, but there was one guy who unnerved me because he’d always laugh at images of cartel violence. I don’t know if that was a coping mechanism or he was some twisted freak, but I did my best to keep my distance from him.

Several cartel videos presented content moderation challenges because it wasn’t enough to simply delete them. You had to delete them for the correct reason, or else Quality Assurance would mark you down for that decision. For example, say there was a thirty-second cartel video of a female prisoner. They force her to strip naked and go down to her knees, then put a gun to her head and shoot her. You might think that you’d delete that video for “Graphic Violence,” right? However, in the tier system of content moderation established by Facebook (also known as the hierarchy of actions), “Nudity” was above “Graphic Violence.” You’d need to watch the first fifteen seconds of the video, and if you could see an exposed nipple, or pubic hair, you’d delete the video for violating the “Nudity” policy rather than “Graphic Violence.” We would also scan the thumbnails of the video for other possible policy violations.

Even the “Graphic Violence” policy had nuances to it. For example, if a person was simply shot or killed, and the camera was at some distance, you’d need to leave it up. But if you could see “Visible Innards,” such as when the cartel cut off somebody’s limb, and you could identify tendon or bone, you could delete it. Therefore, let’s go back to our naked, kneeling woman who’s shot in the head by the cartel. Maybe there’s no clear image of an exposed nipple or pubic hair, so when she’s shot in the head, I’m looking for any exposed brain matter.

If I don’t see any, then even though it’s gruesome, if there is no clear nudity or visible innards, I cannot delete it.

Yes, we were truly building the plane as we were flying it, and the decisions made were often difficult to justify.

***

But it wasn’t always about cartel violence and sex.

We were moderating content from all Latin America, and a good deal of it was political. For example, there was content from Nicaragua, where President Daniel Ortega was perpetrating violence against his people and there were subsequent tumultuous riots in the streets. How much of that violence would we be allowed to show?

Another one of the challenges was how to cover the Venezuelan migrant crisis, which was caused by the Socialist policies of Hugo Chavez and then, after he died, his hand-picked replacement, Nicolas Maduro. Many Venezuelans had found their way to Peru, and this was causing a great deal of unrest. Many Peruvians were referring to these Venezuelan migrants as “Venacos” and other slurs, which we would delete en masse.

When we had a question about the meaning of a word, we were instructed to go to “Google Translate” to answer our question. Google Translate was often sufficient, but there were several times it gave me a wrong or inaccurate translation. Unlike English, which has no “standard” dictionary, there is a “standard” dictionary for the Spanish language, which is called the Diccionario de la lengua española. This dictionary has been in existence since the 1700s, is constantly updated as the language evolves, and is online. In addition to academic Spanish, this dictionary has slang definitions, which are further divided into the meanings of those words in different countries. I suggested to my supervisors that this was a better resource than Google Translate, but they told me I had to stick with Google.

And in our interactions with Facebook there was some good give and take. Since we were on the front line of content moderation, we saw the ways users were trying to avoid using the typical code words that would be deleted for prostitution, or creative credit-card scams. We provided that information to Facebook, and they did use it to reformulate their policies, although it seemed like it took far too long for them to make the changes. In early 2019, I remember going through some policy updates from Facebook and thinking to myself, “Didn’t we tell Facebook to make these changes six months ago?”

In 2018, we were also dealing with migrant caravans from Honduras, which were being allowed to travel all through Mexico, on their way to the United States. You should realize that Mexico has extremely strict immigration laws about who can enter their country, and violation of these laws often results in a long prison sentence. But Mexico was suspending this policy for migrants traveling through their country to the United States. As content moderators, we would constantly see posts and news on Facebook with images of these caravans as they traversed through Mexico.

Another policy we had to implement was to take action on images or messages deemed “Cruel and Insensitive.” For example, there was a volcano in Guatemala, the Fuego volcano, which erupted on June 3, 2018, and killed more than two hundred people. If a meme showed real pictures of the actual victims visibly suffering the tragedy, that was deleted under the policy. However, if it wasn’t an actual image of a victim, perhaps a cartoon or caricature of the victim, it would simply be labeled “Mark as Cruel and Insensitive” in order to limit its reach on the platform. A similar strategy was in place regarding the fatal helicopter crash of NBA superstar Kobe Bryant. As I recall, there were no publicly available pictures of Kobe as he was dying, but if there had been, we would have deleted them, as well. As it was, there were several memes about the crash, and we marked those as “Cruel and Insensitive.” So the Kobe memes wouldn’t be deleted entirely, but we would limit the reach. A few other common memes we came across involved mocking victims of the Boston Marathon Bombing as well as jokes about the suicide of Robin Williams. These were all dealt with under the same “Cruel and Insensitive” policy.

But it also mattered what kind of public figure you were for content moderation at Cognizant. During this time, there was a rapper named “XXXTentacion,” who was killed in a robbery on June 18, 2018. Since he was a public figure, we would normally have been told to delete any images of his death, or memes that might have been made from such pictures. However, in addition to being a public figure, he also had a prison record. Thus, in addition to being a public figure, he was also labeled a “criminal.” As a result, he was exempted from the policy, and memes could be made using actual pictures of his dead body.

Despite many of the challenges, as the months flew, by I gradually began to see the fun in several aspects of my job. You got to view breaking news events and do research on public figures and events in various countries so you could make an informed decision. There was the very real problem of violence by the cartels, pornography, prostitution, and human degradation that we wanted to shut down. And in some small way, for the more common human problems, where people might bicker, miscommunicate, and call one another the types of names they’d never do if they were face to face, we’d encourage them to be a little more respectful of one another.





CHAPTER THREE

A Day in the Life of a Content Moderator

Imagine me at Cognizant on a typical Tuesday morning in late 2018. I’d already been working for about three hours, my decision speed getting faster and faster, nearly approaching that thirty-second Holy Grail they wanted us to eventually achieve. Three hundred decisions a day, fifteen hundred a week, and seventy-five thousand a year. Come on, Ryan, you can do it. You’re doing the job of keeping the Internet safe from the cartels, pornographers, and people just being jerks to one another.

Don’t forget to mark it if you see cleavage in the image. Don’t forget that an erection needs three elements, and a curved penis is not an erect penis. I clicked through a bunch of porn, easy decisions, and then came the cartel picture. Remember that to “Mark as Disturbing” and possibly delete, you need to be able to see the visible innards of the chopped-off head. But there’s also his lifeless naked body in the picture. Do I delete the image for Nudity, Graphic Violence, or Dangerous Organizations? This is going to slow me down because I need to think.

Dangerous Organizations is also in the hierarchy, but I don’t see any symbols from the cartel, and they usually like to include them. What’s on the daily to-do list of a typical cartel member? Film an execution, make sure you torture him, and remember to include the gang symbols. Does the cartel have to deal with Quality Assurance on their executions? You filmed the execution, you did torture him, quite well, I might add, but you forgot to include the gang symbols. I think we need to put you on a Performance Improvement Plan (PIP). Nudity was higher than Graphic Violence, so I think I deleted that one for Nudity, even though his genitalia were missing. It seems absurd that Nudity is of greater concern than Graphic Violence or Dangerous Organizations.

I hoped that job wouldn’t be one of those reviewed by Quality Assurance. Audits were a pain. Out of maybe fifteen hundred decisions, they audited about fifty a week. If I dropped below 95 percent, I no longer met the Service Level Agreement, which happened at least once to pretty much everybody I knew. If you failed a couple of audits in a row, you got a Performance Improvement Plan. I could dispute the assessment, and often did, and most of the time I got my points back. But were they really checking me, or just seeing if I could defend my decisions? And what about those moderators who were too shy to stand up for themselves?

If I wrote a very well-crafted argument in my dispute, Quality Assurance was more likely to give me my points back. But then I was taking time away from my productivity. How is it that I was more concerned with my audit score than the human tragedy that flashed before me every day on the screen? But that was the system that had been set up, and like a rat in a maze, I was just trying to make my way through it. I think about some of the reviewers, go through a mental check-list of those I think like me, and those who seem to have a problem with me. The power Quality Assurance had over our lives seemed petty and tyrannical.

Eventually, management would remove our names and mask them from the audit process, something I had petitioned for. Before they became blind audits, Quality Assurance would be able to see the name of the person they were reviewing. But in a situation like this—where personal opinions could color actions—anonymity was important, which is why I petitioned for it.

There was so much gray area, and it was easy for Quality Assurance to mark a post as “ambiguous” and then get on to ruining another content moderator’s day. They got paid a dollar an hour more than we did, the job wasn’t as difficult, and it was harder to fire them than a content moderator. We were like rats fighting over who gets a marginally bigger piece of cheese.

I worked on complex objects for a long time, which gave me a break from needing to make three hundred decisions a day. These were groups and pages that were reviewed at Cognizant. If a third of the random posts were violating terms and conditions, then the whole group would come down. I recall feeling it was kind of a power trip to possess what we called “the ban hammer.” We joked it was even more powerful than Thor’s mighty hammer from the Avenger movies; “You are BANNED from Facebook as if you NEVER EXISTED!”

There were also live videos, normal videos, posts, and messages. Instagram, Facebook, we got it all. We were the Facebook security guards and prided ourselves on doing what the client asked.

They told us everything we needed to do.

They controlled the policy, the standards, the interpretation, even the interior decoration of the office. If I pushed back against a certain policy, I’d often be told to “use your head, not your heart” or “it’s what the client wants.”

Remember, they were the client. We worked for Facebook.

In May 2017, about ten months before I started working at Cognizant, The Guardian newspaper in Great Britain published a long article reviewing the rules under which Facebook was moderating content. It gives an insight into how Facebook was trying to deal with these issues:

Facebook’s secret rules and guidelines for deciding what its 2 billion users can post on sites are revealed for the first time in a Guardian investigation that will fuel the global debate about the role and ethics of the social media giant.

The Guardian has seen more than 100 internal training manuals, spreadsheets and flowcharts that give unprecedented insight into the blueprints Facebook has used to moderate issues such as violence, hate speech, terrorism, pornography, racism and self-harm.1

I’ve heard it said that if you want to truly understand a subject, you should be able to put it all in a single-page memo, or give it to a person in what’s called an “elevator pitch” in just a few minutes. The simple fact that Facebook had more than a hundred internal training manuals, not to mention countless spreadsheets and flowcharts, should make it clear to anybody that Facebook was not meeting its own “burden of clarity” for content moderation. The article continued, and one couldn’t help but feel some sympathy for Facebook, which in many ways had become a victim of its own stupendous success:

One document says Facebook reviews more than 6.5m [million] reports a week relating to potentially fake accounts, known as FNRP (fake, not real person).

Using thousands of slides and pictures, Facebook sets out guidelines that may worry critics who say that the service is now a publisher and must do more to remove hateful, hurtful and violent content.

Yet these blueprints may also alarm free speech advocates concerned about Facebook’s de facto role as the world’s largest censor. Both sides are likely to demand greater transparency.2

The article continued with some explanation of the conflicting rules as they struggled to define what could be allowed:

Remarks such as “Someone should shoot Trump” should be deleted, because as a head of state he is in a protected category. But it can be permissible to say: “To snap a bitch’s neck, make sure to apply all your pressure to the middle of her throat”, or “fuck off and die” because they are not regarded as credible threats.

Videos of violent deaths, while marked as disturbing, do not always have to be deleted or “actioned” unless there is a sadistic or celebratory element.

Photos of animal abuse can be shared, with only extremely upsetting imagery to be marked as “disturbing.”3

It’s interesting to note how Facebook would eventually change its policy regarding President Trump to allow images as extreme as showing his throat sliced under the rubric of political discussion. But at least when they started looking at these issues, it seemed Facebook understood what reasonable rules might look like, even though later they abandoned that standard. And while your average newspaper or television news show might talk about a death, or even show disturbing videos of violent events, there is usually a warning given or some filter to the information to prevent it from being especially graphic. The list of topics and the acceptable rules continued:

All “handmade” art showing nudity and sexual activity is allowed but digitally made art showing sexual activity is not.

Facebook will allow people to livestream attempts to self-harm because it “doesn’t want to censor or punish people in distress.”

Anyone with more than 100,000 followers on a social media platform is designated as a public figure, which denies them the full protections given to private individuals.4

Whenever an organization encounters problems for the first time, you have to give the decision makers some leeway. Human beings will make decisions they later realize were wrong. If I were in a decision-making role, I’m sure some of my decisions would be bad. These situations are difficult to balance. I was pleased that the article accurately depicted the challenge encountered by Facebook, although I may have disagreed with some of Facebook’s conclusions:

In one of the leaked documents, Facebook acknowledges “people use violent language to express frustration online” and feel “safe to do so” on the site.

It says: “They feel the issue won’t come back to them and they feel indifferent towards the person they are making the threat about because of the lack of empathy created by the communication via devices as opposed to face to face.

“We should say that violent language is most often not credible until specificity of language gives us a reasonable ground to accept that there is no longer simply an expression of emotion but a transition to a plot or design. From this perspective, language such as ‘I’m going to kill you’ or ‘Fuck off and die’ is not credible and is a violent expression of dislike and frustration.”5

Sometimes you think you’re solving the problem, but then you realize you weren’t even looking at the real problem. It’s understandable that one might think the problem was social media leading to violence. But then you say to yourself, These people aren’t getting out of their seats to interact with people who may literally be feet or yards away from them. Are they going to expend the energy necessary to get into a car, find the person’s address, and then physically harm them? It seems like a lot of work. Maybe the real danger is that you’re creating new, and less human, ways to communicate online. While I realize Facebook is unlikely to post guidance from the Mormon Church on profanity, they might want to create some similar document that incorporates those principles as a way to restore some civility on their platform.

***

In late 2018, that’s why I asked to see what we could do to restore a post by Seth Gruber, a pro-life activist, that was deleted. I came across a different post that said his pro-life video had been deleted by Facebook. I investigated the problem and thought the complaint against the deletion was valid.*

I raised this as a possible public relations or PR “fire,” which was one of our job responsibilities. If his post did violate Facebook policy, couldn’t we make a “newsworthy exception”? Would the pro-life community, a significant segment of our population, feel that this was an abridgment of their First-Amendment rights? They have made the argument before that while their videos of abortion are disturbing, the same logic would have prevented videos of slavery being shown if the Internet had been around in the 1800s.

I was told that for Facebook to go into his account and restore it would violate Facebook’s privacy policy. That’s right.

Continuing the ban respected his privacy.

But going into his account to restore it would be a privacy violation. That’s a little like the kid who kills his parents and then throws himself on the mercy of the court because he’s an orphan. In this case, Facebook is like the kid who is using the same system that would try him for murder in order to gain reprieve from punishment. Facebook created their own privacy policy, then broke the rules, and are now saying they can’t break the rules again to fix the mess they created.

The community standards at Facebook, or what we referred to as the “policy” (also known as the Implementation Standards [IS]), was a very complex legal document. Every question imaginable is spelled out in the most excruciating detail.

For example, we had a fairly common image that showed Melania Trump from the 1980s posing nude in bed snuggled up next to another woman, in a position many refer to as “spooning.” Our “Nudity and Sexual Activity” section of the policy doesn’t allow implied sexual intercourse. So, if someone is wearing clothing next to someone who isn’t wearing clothing and it was crotch on crotch, even though we can’t see visible penetration, it’s counted as implied sexual intercourse and deleted. However, in this case they were both completely naked from the waist up, and there were no visible genitalia.

Technically, there couldn’t be penetration, since they were both women. We raised this job up for guidance. The directive came back to delete this for implied sexual intercourse, which didn’t make sense. It’s decisions like these that are important because they fill in “gaps” in the policy until Facebook modifies their policy for cases like these.

The policy team at Cognizant told us how to act, but it was with input from Facebook. It was important for all of us to be aligned and to make decisions the same way for the sake of our site score. We needed to have Quality Assurance and the reps all on the same page.

The Cognizant policy team was made up of Cognizant employees who provided guidance, but oftentimes they would raise the question to Facebook for a final guidance decision.

Facebook employees generally visited our office about once a month. However, the Cognizant policy team would videoconference with them on a daily basis. The policy was constantly changing, and every two weeks we would have a policy update. It could be just a few tweaks, or it could be a major overhaul or reorganization. For example, the bullying policy used to be separate from the harassment policy. But they merged the two sections of the policy.

They also had a “hierarchy of actions” that they modified from time to time. For example, deleting terrorism was very high on the list of about thirty categories. Deleting child porn was also very high.

However, you could only delete something for one reason. If there were multiple violations, you would delete it for the highest violation. So, if there’s a gruesome video of a car accident where you can see an arm fly off, but in that same video there’s also nudity, the entire video would be deleted for nudity.

Again, how was this reasonable? Yes, I know that sometimes you enact policies that, when you go to implement, you realize don’t make sense, but then don’t you quickly adjust it? Isn’t that supposed to be one of the benefits of technology, that you can quickly fix mistakes and policies that don’t work?

Facebook changed the hierarchy around 2019 and made “hate speech” higher than “bullying.” Prior to 2019, if I posted a comment attacking someone named Frank and called him a “piece of shit Christian and a whore,” this would be deleted for bullying, because I’m calling him a whore. The attack on his Christianity wasn’t taken into account for reporting purposes.
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